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Goal

● A lot of information is written as and shared through Rapid 
Astronomical Bulletins such as ATels and GCNs

● Automatise the analysis of ATels/GCNs

● How ?
○ Impact analysis: study the past citations of ATels and GCNs
○ Extract semantic content from publications
○ Find and run related workflows by adding the processed data 



Sources of data

● ~16k ATels and ~32k GCNs. 
○ on the 11th of Sept: Latest GCN 37454 and ATel 16811

● Include the references between ATels and GCN



Data extraction

● Regular Expressions (REGEX)
○ rigorous, but not general

● Large Language Models (astroBERT, https://huggingface.co/adsabs/astroBERT): 
○ Named Entity Recognition (NER)
○ generalisable, but may be less rigorous



Regular Expressions

● Source names (https://cds.unistra.fr/Dic/formats.html):
○ e.g. SDSS JHHMMSS.ss+DDMMSS.s (D-degree, H-hour, M-minute, S-second), ~40 patterns:

■ ~40k in ATels (~20k unique) and ~40k in GCNs (~12k unique)
○ Query: Simbad; TNS; FINK
○ Simbad

■ ~150 source classes and subclasses;
■ keep the 41 most interesting and common ones

● Telescope/Instrument/Observatory names (~780 entities):
○ built a RDF ontology (1) with: names, labels, types

■ GW, radio, IR, optical, UV, X-ray, 𝜸-ray, cosmic-ray, neutrino
○ ~58k in ATels; ~110k in GCNs

● References between ATels and GCNs

● Work in Progress: R.A. - Dec. positions and Time

(1) https://gitlab.renkulab.io/andrei.variu/rule-based-source-and-telescope-detector/-/blob/master/data/public_ontologies/telescope_observatory_survey.ttl?ref_type=heads

https://cds.unistra.fr/Dic/formats.html
https://gitlab.renkulab.io/andrei.variu/rule-based-source-and-telescope-detector/-/blob/master/data/public_ontologies/telescope_observatory_survey.ttl?ref_type=heads


● Based on Google’s BERT LLM

● 110 mil params

● Trained/Validated/Tested on a dataset of ~400k articles:
○ ~4 bil. tokens, or ~3 bil. words and 121 mil. Sentences

● NER specific training:
○ dataset of ~1800 manually annotated sentences

astroBERT (NASA/ADS, https://arxiv.org/pdf/2112.00590)

https://arxiv.org/pdf/2112.00590


astroBERT

● concatenate words separated by one character; still not sufficient (see “CelestialRegion”).
● “CelestialObject” entities are queried on Simbad
● “Wavelength” entities (“gamma-ray”, “x-ray”, etc) are further considered telescope-types



Subgoals

Given an ATel/GCN:

● can we predict whether it is followed-up by another ATel/GCN?

● can we predict the follow-up publication?

● we suppose that the follow-up ATel/GCN could represent an analysis 
performed by one of MMODA workflows.



● Represent each text (ATel/GCN) as a vector with:
○ 41 source classes
○ 9 telescope types
○ 9 specific instruments, representing a workflow as well

● Data: 
○ ~75k pairs (First ; Follow-up) of ATels/GCNs
○ ~48k labelled ATels/GCNs

Method (data)



Method (model)

● Model: convolutional neural-network (CNN, ~760k params)
○ similar models to predict the vector or the label

● Training:
○ vector-vector: 60E with a batch-size of 20, Mean Abs Error loss
○ vector-label: 20E with a batch-size of 20, Binary Cross Entropy loss



Results: Follow-up label prediction

Recall Precision Accuracy F1

0.32 0.69 0.61 0.43

TP/(FN+TP) TP/(FP+TP) (TP+TN) / 
(TP+FP+TN+FN)

● ~50% of texts are followed-up
● CNN predicts only 15% of the 

time that they should be 
followed-up



Results: Vector prediction

● Treat each value of the vector as an 
individual label

● Most predicted values are [0, 1] floats:
○ compute metrics for different 

thresholds
● We use a threshold of 0.01 for the 

next step

Recall Precision F1

TH=0.01 0.76 0.76 0.76

TH=0.5 0.71 0.84 0.77



Results: Workflow linking
● Create a “URL” vector with the classes for each 

source from the initial text (ATel/GCN) and for each 
workflow

● Normalize this vector and the predicted follow-up 
vector

● Compute the dot product between the two vectors 
and use it as a score



Results: Workflow linking
ATel #16802: NICER, NuSTAR, and Swift-XRT observations of the Magnetar 1E 
1841-045



Conclusion

● A first attempt to automatise this analysis process

● The suggested workflows seem to be what an astrophysicist would 
suggest as well

● We still want to check how we can use GPT3.5 (or other LLM)

● Need to improve the CNN prediction: better representation/data or better 
model

● Q: Could it be interesting to perform similar analysis on other type of 
alerts?


