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Towards high-level analysis

David Schmidt June 3, 2024
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Timeline | First AugerPrime Offline tag and Observer production

End of May

1. Support & production of canonical SD & 
Hybrid reconstructions w/ UUBs 

2. Support & production of SSD & SPMT 
signal reconstruction


3. Experimental production of 
implemented AugerPrime algorithms

• SSD LDF fit (S1000 for SSD)

• Universality (Xmax, Rµ, E)

• DNN (Xmax, Rµ, E)?

• Other?

1. Official production of Phase I 
reconstructions (all targets)


2. Support & production of 
AugerPrime algorithms 
required for physics 
presentations at ICRC25

November

• Collaborators test Phase I analyses with Phase II data 
(establish compatibility)


• Collaborators test Phase II algorithms on measurements, 
further develop them, and develop presentable analyses

6 weeks
Now

5 months

1. Final ICRC production of Phase I 
reconstructions


2. Official support & production of 
AugerPrime algorithms required 
for physics presentations at 
ICRC24 implemented

 mid-February

Abstract deadline

mid-April
3 months

Collaborators re-
run Phase I and 
II analyses with 
final productions 
for publishable 

results/plots

Decisions made on likely 
Phase II ICRC contributions

4.5 months

Bug fixes, late (minor) 
implementations

 mid-July

Proceedings deadline

Final tweaks & 
determination of 

which AugerPrime 
applications run
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Simplified Timeline | First AugerPrime Offline tag and Observer production

End of May Official production with Phase II / AugerPrime data required to develop ICRC analyses

Start of November

6 weeks

March Meeting

5.5 months

4.5 months

3.5 months
 mid-February


Abstract deadline

 mid-July

Proceedings deadline

Phase I & Phase II reconstructions finalized + first full production performed

End of February Deadline for final Phase I & Phase II production
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Missing SSD status
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Event 73291061 :-)
Time (UTC): 2023/7/24 21:40:24 
Time (GPS): 1374270042 s 46852000 ns
Trigger: 3TOT & 4C1; 5T5 
Stations: 15 (Acc: 0, Bad: 0)

Full reconstruction (+limit) (4.501)
 eV19 10× 0.58 ) ± 0.28 ±E = ( 7.60 

 0.2 ) deg± 0.1, 351.9 ±) = ( 44.3 φ, θ(
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Offline release and Observer productions

SD aging simulation

(Orazio / Darko)

Weather corrections

(Darko)

Muon LDF fitting

(Joaquín)

Final push for Phase II 
/AugerPrime tag


Darko

Ezequiel

Joaquín

Marvin

David

Gialex

Felix


Federico

Supported for Phase II / AugerPrime / UUB analysis: 
(starting from V128R0B0P15 - Dec. 5, 2022) 
• Standard SD WCD event reconstruction

• Calibrated WCD (LPMT & SPMT) & SSD traces

• SSD shower size from LDF fit*

• Universality reconstruction module that runs

• Calibrated SPMT traces in production (incl. new targets)

• Hexagons and BadPeriod files

Hadronic interactions & 
quenching in SD


(Tobias)

*Signal uncertainty and LDF shape derived from simulations

Kevin and Gasper have agreed 
to have a critical look at the 

production data set
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First application of AugerPrime reconstruction algorithms to Phase II measurements

Universality reconstruction of Phase II measurements 
Max Stadelmaier 

PrimeNet DNN reconstruction of mass sensitive 
parameters from Phase II measurements 
Niklas Langner 

DNN reconstruction of mass sensitive parameters 
from Phase II measurements 
Steffen Hahn 

DNN reconstruction of primary energy from Phase II 
measurements 
Fiona Ellwanger
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tasks announced:

June 13 @ 13:30 UTC

June 24 @ 11:00 UTC

+ other contributions?
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Phase II data set - Highest energy events
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Event 71924245 :-)
Time (UTC): 2023/3/5 22:16:46 
Time (GPS): 1362089824 s 56299000 ns
Trigger: 3TOT & 4C1; 6T5 5T5 
Stations: 27 (Acc: 7, Bad: 298)

Full reconstruction (+limit) (4.501)
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Phase II data set - Highest energy events
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Event 74858669 :-)
Time (UTC): 2024/2/4 20:39:15 
Time (GPS): 1391114373 s 770776000 ns
Trigger: 3TOT & 4C1; 5T5 
Stations: 17 (Acc: 20, Bad: 136)

Full reconstruction (4.5)
 eV20 10× 0.02 ) ± 0.02 ±E = ( 1.19 
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Example of physics-related work on reconstruction ahead
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Documented high(er)-level analysis on measurements w/ production UUBs

- Signal sizes


- Arrival angle


- Energy

Marta Bianciotto et al.; WCD: GAP2023-053 
Gialex Anastasi: SPMT ; [GAP reference]

UB-UUB 
hexagon

Tobias Schulz et al.; WCD: GAP2023-007, SSD: GAP2024-XXX

Tobias Schulz et al.; WCD: GAP2023-047

Allan Payeras et al. 
GAP2023-032 (station-level)

GAP2023-033 (event-level)

Tobias Schulz et al.; WCD: GAP2024-001

- Signal uncertainties 

- Baseline determination


- Gain ratio validation in field


- VEM coincidence histograms

- Late pulses in SSD


- Muon deficit


- “Shower AoP” for νs


- Signal ratios


Parameters / models (to be) explicitly used in signal estimation + event reconstruction

Signals and reconstructed primary properties

Physics

Srijan Sehgal, Therese Paulsen et al.

Katarina Simkova et al.; [GAP reference]

Tobias et Schulz al.

Quentin Luce, Fabio Convenga
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Results | Station level
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Figure 7: Left: Result of the maximum-likelihood fit, when fixing parameter ⌫ to 1, for high-
and low-gain signals of the doublet 72/688. In the bottom plot, the relative difference between
the fit and the identity function is displayed for both gain channels. Right: Bias between UUB
and UB signals for all doublets. The mean bias (coloured dashed lines) for the high- and
low-gain channels are (�2.7 ± 1.1)% and (0.4 ± 1.2)%, respectively.

the low-gain signals, we also have the systematic biases between high- and low-gain signals for
the individual electronics, which are discussed in Refs. [6, 7]. The difference of bias in the high
and low gain of Fig. 7 (right) is in agreement with the reported systematic differences between
signals of these channels in each of the electronics.

2.2 Signal timing
The signal timing plays a central role in the geometrical reconstruction of showers. Therefore, it
is important to show that it is consistent among the UUB stations. Given the different electronics,
we expect some timing differences between the UUB and UB. Once the entire surface-detector
array is upgraded, such timing differences will not matter for the event reconstruction anymore,
but they are important for the interim period of heterogeneous array when events will have to
be reconstructed with signals provided by both electronics. Thus, it is relevant to study also the
UB/UUB signal-time differences.

For the following analyses, we also used data from a triplet consisting of the stations 1739, 56
and 59, which are all equipped with UUBs. These stations form an isosceles triangle with distance
of approximately 10 m between stations 56 and 59 and 15 m between 1739 and the other two. We
reconstructed their data from 01 January 2022 to 03 February 2023. Since they are in the standard
1500-m array, the number of events that include these stations is significantly smaller than that of
the hexagon with the doublets, which we also have used for the timing analysis.

Before we can compare the signal times of any pair of stations, we must correct them for the
time that the shower front takes to travel between the two stations. We approximate the shower
front as a plane perpendicular to the shower axis so that the time difference �C89 between the
signals of a station pair 8 9 is given by

�C89 = C8 � C9 = C
start
8

� C
start
9

� �Cpf
8 9
, (7)

where C
start
8

and C
start
9

are the start times of the signal, as defined in Ref. [8], and �Cpf
8 9

is the time
the plane front takes to travel from station 8 to station 9. If the shower core, direction of which is
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Figure 7: Left: Result of the maximum-likelihood fit, when fixing parameter ⌫ to 1, for high-
and low-gain signals of the doublet 72/688. In the bottom plot, the relative difference between
the fit and the identity function is displayed for both gain channels. Right: Bias between UUB
and UB signals for all doublets. The mean bias (coloured dashed lines) for the high- and
low-gain channels are (�2.7 ± 1.1)% and (0.4 ± 1.2)%, respectively.

the low-gain signals, we also have the systematic biases between high- and low-gain signals for
the individual electronics, which are discussed in Refs. [6, 7]. The difference of bias in the high
and low gain of Fig. 7 (right) is in agreement with the reported systematic differences between
signals of these channels in each of the electronics.

2.2 Signal timing
The signal timing plays a central role in the geometrical reconstruction of showers. Therefore, it
is important to show that it is consistent among the UUB stations. Given the different electronics,
we expect some timing differences between the UUB and UB. Once the entire surface-detector
array is upgraded, such timing differences will not matter for the event reconstruction anymore,
but they are important for the interim period of heterogeneous array when events will have to
be reconstructed with signals provided by both electronics. Thus, it is relevant to study also the
UB/UUB signal-time differences.

For the following analyses, we also used data from a triplet consisting of the stations 1739, 56
and 59, which are all equipped with UUBs. These stations form an isosceles triangle with distance
of approximately 10 m between stations 56 and 59 and 15 m between 1739 and the other two. We
reconstructed their data from 01 January 2022 to 03 February 2023. Since they are in the standard
1500-m array, the number of events that include these stations is significantly smaller than that of
the hexagon with the doublets, which we also have used for the timing analysis.

Before we can compare the signal times of any pair of stations, we must correct them for the
time that the shower front takes to travel between the two stations. We approximate the shower
front as a plane perpendicular to the shower axis so that the time difference �C89 between the
signals of a station pair 8 9 is given by

�C89 = C8 � C9 = C
start
8

� C
start
9

� �Cpf
8 9
, (7)

where C
start
8

and C
start
9

are the start times of the signal, as defined in Ref. [8], and �Cpf
8 9

is the time
the plane front takes to travel from station 8 to station 9. If the shower core, direction of which is
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Figure 10: Mean time difference for all the UB/UUB doublets (left) and using data from
year 2013 when the stations had UBs (right). In both cases, the differences are compatible
within the UB timing resolution. The mean time difference between UUB and UB stations is
(�53.3 ± 0.2)ns. The doublet-to-doublet variation is similar in both plots suggesting that it is
not mainly caused by the different electronics in the case of the left plot.

3 Conclusions
In the work presented in this note we studied the implementation and application of the new
algorithm to calibrate the signals of both WCDs and SSDs of AugerPrime. The algorithm, imple-
mented in a new module of Offline, fits the VEM- and MIP-charge histograms provided by the
local stations in order to obtain the corresponding factor to calibrate the ADC traces. We found
the rate of histograms successfully fit by the new algorithm to be 99.7% for the WCD and 99.8%
for the SSD. Besides showing that it is highly efficient, we verified that the variation of VEM (MIP)
charge for 68% of the stations is 6.7% (7.2%) for the WCD (SSD).

We have investigated the compatibility of the calibrated signals of WCDs between the UB and
UUB electronics to further validate the VEM-charge calibration of the new electronics, as well as
to ensure that Phase-I and Phase-II data are compatible. Using data from the hexagon of doublets,
each doublet consisting of a station equipped with a UB and the other one with a UUB, we have
compared the signal of the two electronics, after they were corrected for the effects of separation
between the two stations. First, we verified that their signals are compatible within their signal
uncertainties. However, a more thorough analysis was done performing a maximum-likelihood
fit of the signals of each doublet. We found that the non-linearity between the signals of UB and
UUB is below 3%. We also found a small bias of 2.7% between the UB and UUB signals in the
high-gain channel, which led us to find that the estimation of VEM charge for UUB is not corrected
for the baseline of the calibration traces. This should be further investigated and corrected. In the
low-gain channel the bias is 0.4%, its difference with respect to the high-gain bias is in agreement
with the small residual biases that exist between the gain channels for the individual electronics.

Lastly, we studied the signal timing of the WCDs, given its crucial role in the geometrical
reconstruction of events. Using data from a triplet of stations equipped with UUBs, we verified
that their differences in start time, corrected for the time of propagation of the shower front
between the stations, is compatible with the resolution of its 120 MHz sampling rate, therefore,
no significant differences were found between stations with UUBs. During the transition period
to full AugerPrime deployment, it is possible to record events where both UB and UUB stations
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Figure 9: Distribution of time differences between the doublet stations 669 and 80 when they
were a UUB/UB doublet (left) and when both had UB installed (right). The plot on the right
is done with the data of year 2013. Only signals larger than 100 VEM are used. The left tail
in the distribution for the UB/UUB doublet is due to the different sampling rates of the two
electronics. For the UB doublet, the distribution is symmetric and its width reflects the 25-ns
resolution of the UB electronics.

UB/UUB doublets is displayed. Since the statistics is much more abundant for these doublets,
we have increased the signal cut to 100 VEM, which allows for a more precise determination of
the signal start time. Although the distribution is mostly Gaussian, a tail is present on the left
side. We can understand it as due to the different sampling rates of the two electronics. For UUB
the size of the trace bin is 8.3̄ ns, whereas for UB it is 25 ns. Therefore, CUUB � CUB is not symmetric
under an inversion of start times between the two electronics. When we are comparing the signals
of doublet stations with the same electronics (see Fig. 8 (left) and Fig. 9 (right)), the distribution of
the time differences is symmetric. In Fig. 9 (right), we have the distribution for the same doublet
as in Fig. 9 (left), however it was plotted for data of year 2013 when both stations had UBs installed.
Besides the approximately Gaussian shape, note that the width of the distribution is compatible
with the 25 ns resolution of the UB electronics.

In Fig. 10 (left), we display the mean time offset for each of the UB/UUB doublets. Since its
resolution is determined by the larger time bin of the UB station, we added horizontal bars to
represent a ±1 UB time bin. We verify that the time differences between the UB/UUB doublets
are compatible within the resolution of the UB sampling rate. This consistency indicates a
synchronised timing of the signals for the stations employing the same electronics. The computed
mean time difference is hCUUB � CUBi = (�53.3 ± 0.2)ns which, as previously stated, is anticipated
given the different electronics. In the reconstruction of events involving both UB and UUB
stations, it is important to note that UUB signals will be earlier in time by about 2 UB time bins.
To ensure coherence among all signals and reference them to the same absolute time frame, this
temporal difference should be appropriately corrected in the signals of one of the electronics. For
comparison, in Fig. 10 (right), we present the same analysis as done for the UB/UUB doublets,
however we used data from the year 2013 when all the stations composing these doublets had UBs
installed. Firstly, we see that their time difference is compatible with zero within the UB resolution,
but more importantly, the doublet-to-doublet variation of the time difference is very similar to the
one we see when the setup of these stations was changed into the UB/UUB doublets. This means
that the variations observed in Fig. 10 are not mainly attributed to the different electronics, likely
it is other properties of the WCDs such as water quality or differences of their PMTs.
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SIGNALS START TIMES

Conclusions 
• High gain UUB signals (2.67 ± 1.24)% smaller than UB

• Low gain UUB signals (0.41 ± 1.11)% larger than UB

• UUB start times (53.3 ± 0.2) ns earlier than UB

• No indications of non-linearity

Notes 
• Sufficient statistics to cover full dynamic range well

• Sufficient stations to investigate station-to-station 

bias resolution
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Conclusions 
• Reconstructed primary energy agrees to within 5%

• Systematic difference in arrival directions within 0.1°

• Compatible reconstruction of core

Notes 
• Statistics only sufficient to investigate UB-UUB 

systematics in reconstructed energy at and below full-
efficiency threshold


• Statistics not sufficient to properly investigate 
resolution in arrival direction reconstruction (UUB-UUB 
doublets maybe better for this anyway)


• Extensive studies of trigger efficiency not performed 
(complicated by situation of doublet hexagon in mixed 
UB/UUB infill)

Results | Event level
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Muon deficit: UB vs UUB measurements
● Check Dµ also for UUB measurements 

(01. 2023 – 03. 2024)

●  No di9erence seen for Dµ at low 

energies (lg(E / eV)  < 18.8)

● At higher energies analysis 

inconclusive (low statistics)

13

Example ~physics analysis

Tobias Schulz

Deficit in muon signal in 
simulations assuming:

- correct energy scale

- correct simulated EM 

shower component

- AugerMix
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Important tasks with limited or no active effort
- Identify falsely (un)masked WCD PMTs

- General look at FD hybrid reconstruction with UUBs

- Analysis of (stability of) trigger efficiencies at event-level

- Tests of standard physics analyses with UUB data set

- Validation of online VEM charge estimation (as backup to histogram)

- WCD/SSD integration windows

- Understand UB/UUB discrepancy in SSD/WCD signal ratios in measurements

- SSD LDF parameterization on measurements

- Confirmation of UUB upgrade timestamps with event data (required for correct 

6T5+exposure)


- SPMT incorporation into WCD LDF fit

- Assessment of performance of all algorithms on measurements

- (Further) development of existing/new algorithms


- Universality

- DNNs

- Matrix formalism


- Signal and timing uncertainty models for WCD & SSD re-derived
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Requirements
Depends if working above or near/below full efficiency
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Figure 1: Final fit of the decay rate A and undershoot amplitude �u of two sample traces. After

an initial fit, all signal contributions in the trace are removed (in grey), and a final fit of the

decay function is performed, shown with the red curve. For comparison, the blue curve shows

the fit for a WCD decay rate using A�C = 0.000185.

1 Introduction
The KG baseline algorithm was developed based on a physically motivated model of baseline

behavior [1]. This algorithm is based on the assumption that the baseline of a trace is constant

in the absence of a signal. However, when a signal is present, the baseline of photomultipliers

drops, resulting in an undershoot that recovers exponentially with a characteristic decay time �.

For the UB, the recovery from undershoot takes approximately 300�s, followed by an overshoot

of the baseline, albeit with a smaller amplitude than the undershoot This overshoot gradually

decreases over a period of up to 1 to 1.5 ms [3, 4]. The total length of the UB traces is 19.2�s.

Therefore, by comparing this time to the time scales mentioned above, it is safe to assume that

the baseline after the undershoot may be treated as constant. In contrast, due to the shorter

decay times, undershoot recovery is observable in the traces of the large PMTs of the WCD in

the UUB. A universal decay constant � of 45�s was determined for the WCD PMTs in the UUB

since station-to-station differences were not determined to be meaningful [2]. However, it must

be determined for the SSD whether the baseline after a significant signal can be assumed to be

constant or whether the decay time of the undershoot is small enough that a baseline algorithm

with a decay of the undershoot similar to the WCD needs to be used.

2 Determination of the SSD decay time
The decay time is determined following the same procedure as in Ref. [2]. An exponential decay

of the form

5 (C) = �u exp(�A(C � C1)) (1)

is used for the fit, where A represents the decay rate (the inverse of the decay time) and �u denotes

the amplitude of the undershoot immediately after the preceding signal, i.e., at time C1. The

amplitude of the undershoot �u and the decay rate A are determined in multiple fitting steps. The

resulting fit for two sample traces is shown in Fig. 1. We also included a fit, using A�C = 0.000185

(which corresponds to � = 45�s), which was determined for the WCD as a comparison. This

value is incompatible with the SSD trace. The sampling time �C for the UUB traces is 8.3̄ ns. The

SSD trace of Fig. 1-right shows oscillations in the baseline. Due to these oscillations, the fit results

of A can exhibit quite large fluctuations.

Small signals do not produce a significant undershoot, making them unreliable to determine

2

In general 
- Identification of non-existent or improperly functioning SSDs

- Correct masking of WCD PMTs (un)suitable for trigger at time 

of trigger

- Stable trigger configuration

- Complete documentation of testing (and minimization of 

impact on data set acquired with main CDAS DAQ instance)

- Input on how to improve bad periods definition?

Near/below full efficiency 
- Stable trigger efficiencies for different trigger types

- New triggers?



16

Supplementary material
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Late pulses
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Figure 1: WCD and SSD traces are shown for a station participating in an event of the PPA.
The time C is adjusted to commence at the start time Cstart, which corresponds to the start of the
passage of the shower front. Three large, late pulses are notable in the SSD trace. The delayed
arrival of the pulses implies that they are caused by subluminal particles.

1 Introduction

The measurement of extensive air showers (EASs) and the disentanglement of their components
is crucial for testing hadronic interaction models at ultra-high energies. Since these models
are designed to describe the available measurements from particle accelerators, they must be
extrapolated when simulating EASs, which can surpass the accelerator energy by several orders
of magnitude. An EAS can be broken down into three components: the electromagnetic, the
muonic and the hadronic shower components. The WCD has a higher sensitivity to the muonic
shower component than the SSD of the AugerPrime upgrade, which enhances the SD with a
higher sensitivity to the electromagnetic component. Neutrons are the only massive and neutral
particles that are stable long enough to reach the ground from the hadronic shower component.
Low-energy, massive particles would arrive at the ground with a significant delay relative to the
shower front [1]. Such subluminal particles were measured and documented in 1984 by Linsley
with the Volcano Ranch experiment [2]. Neutron simulations of EASs have demonstrated that
particles with a broad energy spectrum could reach the ground with possible delays of up to
several milliseconds after the initial shower front [3, 4]. Since neutrons are neutral particles, they
can only produce a signal in the SSD by elastic and inelastic scattering with other nuclei of the
scintillator material. The optimal operation range of the SSD is expected to range from several
MeV to approximately 100 MeV [5]. With the SSD measurements in the PPA, delayed pulses were
detected in the time traces [6].

Fig. 1 displays the WCD and SSD traces for a given station of an event in the PPA. The
initial shower signal is visible in both detectors at Cstart = 0, and it decreases over a period of
2.5 �s. The SSD trace reveals three distinct pulses occurring approximately 5, 6 and 8.5�s after
the initial signal. If these pulses originated from a muon passing through the detector, one would
have expected a corresponding pulse in the WCD. Since this is not the case, these pulses can be
attributed to subluminal particles elastically scattering with protons of the scintillator material.

In the following, we will analyze these late pulses and present some initial work toward the
energy spectrum and lateral distribution of neutrons as likely candidates for these subluminal
pulses.
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Figure 9: There is a deficit of pulses #pulses in simulations compared to the measurements for
all pulse charges. The simulations and measurements comprise pulses of the electromagnetic,
muonic and hadronic components after 5�s. It should be noted that the latter simulation is
incomplete, as it does not account for neutrons or hadrons below 100 MeV.
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Figure 10: Left: Pulses that are counted after 5�s are considered as candidate pulses. The
average amount of candidate pulses per trace increases with energy and a closer distance to
the shower axis. Right: The rate of candidate pulses per unit area, which has been normalized
to the energy of the shower, displays a linear scaling with energy. One possibility for this
may be due to the neutron fluence, which is expected to scale approximately linearly with
energy at the atmospheric depth of the SD array [5]. The background pulse rate (dashed line)
is approximately one atmospheric muon occurrence in every 20 traces.

bution. Fig. 9 illustrates the charge distribution for measurements and simulations, normalized
to the number of traces #trace. The data reveals a deficit of pulses in the simulations with pulse
charges (pulse from approximately 40 MIP down to 0.3 MIP.

4.2 Towards an Lateral Distribution

Using simulations, it has been estimated that the neutron fluence scales approximately linearly
with energy at an atmospheric depth of approximately 800 to 900 g/cm2 [5]. This phenomenon

8
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Baseline determination
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Figure 7: Left: Bias h@tot(�)/@tot(45�s)i � 1 of the total charge relative to the total charge for
� = 45�s. In red 1, 2, and 3 � deviations from � = 45�s are shown. Right: Mean negative
amplitude h�negi of the baseline-subtracted trace for HG (blue) and LG (red). The threshold
of the maximum allowed h�negi is plotted in dash-dotted lines. If h�negi should exceed the
threshold, the PMT is rejected.
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Figure 8: Comparison of the estimated baselines of OG algorithm (blue), KG algorithm (red),
and the updated KG algorithm for UUBs (green). With the extension of the algorithm, the
recovery of the undershoot of the trace is now estimated correctly.

In Fig. 9 the LG to HG signal ratio is shown as a function of the HG trace maximum HGmax,
using 41 065 traces from 6507 events between October 2021 and July 2022. At HGmax = 4096 the
HG saturates and the LG is used instead. The bias in the last bin, and thus the bias at the transition
from HG to LG, is for the OG algorithm at around �0.6% and for the KG algorithm at around
0.6%.

5 Conclusions
The KG baseline algorithm has been updated to properly estimate baselines for UUBs. An
additional exponential kernel has been added to the charge integration to account for the recovery
of the undershoot UUB traces. A universal decay constant � that fits most PMTs has been
determined to be � = 45�s with the standard deviation of � = �4.9�s/+6.4�s. An upper limit
on the negative bias of the total signal, relative to the determined baseline with � = 45�s, is

7
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AugerPrime Reconstruction (reconstructions using AugerPrime hardware)

Universality 
- Reconstruction of Xmax and, with 

inclusion of SSD, Rµ developed 
(Max Stadelmaier)

DNNs 
Inclusion of SSD in Xmax, Rµ estimation

(N. Langer, S.Hahn)

Matrix Formalism / Signal Ratios 
- Adaptations from LSD method to 

reconstruct EM and muon signals 
(D. Schmidt, A. Letessier-Selvon, P. Billoir, A. 
Payeras, C. Perez-Bertolli, B. Manning, D. 
Martello)


- SSD/WCD signal ratios 
(B. Manning, F. Convenga, Q. Luce)

SSD LDF 
- LDF parameterized on simulations 

(T. Schulz, A. Taboada, B. Manning)

- Fit using propagated uncertainties of WCD 

geometry reconstruction 
(T. Schulz, Q. Luce)


- Parameterization of signal uncertainty with 
simulations and low-statistics 
measurements 
(T. Schulz, A. Taboada, B. Manning)


- Models of SSD response 
(M. Pothast et al.)

Plan is to have preliminary productions of implemented Phase II reconstructions by ~end of May to 
facilitate development of AugerPrime ICRC analyses (see DPA session)

See DNN task overview (Steffen Hahn)

No significant testing of 
algorithms on measurements 
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Fabio Convenga (KIT) et al., Signal ratio SSD/WCD UUB data 3

● Studied energy range 18.5-19.7

● Shift about 10% between UUB 
and UB

● General expected behavior 
achieved 700 < r / m < 900

DATA

UB

UUB

Fabio Convenga

~10% difference

18.5 < lg(E/eV) < 19.7

November Collaboration Meeting:


