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CDAS

David Schmidt June 4, 2024
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T3 formation
TOT2C1&3C2 with SD-1500

From AugerPrime review report


Inclined T3 mode unexamined for SD-1500 and both modes unexamined for infill arrays
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Some prominent issues

Ricardo Sato 
April 2024 Collaboration Meeting

1) Silent stop in communication between two CDAS processes (Xb and IkServer): loss of all events

- Related to handling of messages between process during periods with high T3 rate

- Likely mitigated (although not solved) in undeployed (but tested) CDAS DAQ version: 

(Xb identifies issue, stops, and is restarted) 

2) Rejection of late-arriving event data from stations (Pm/Eb T3 timeout): data loss

Ricardo Sato 
April 2024 Collaboration Meeting

- Occurs with backlog of event data in station to send to CDAS (periods with high T3 rates)

- After T3 timeout reached, event data arriving at CDAS discarded

- Ideas for treatment:


- Priority scheme for transfer of data from stations to CDAS with tiny event summary 
packet sent first


- Store late arriving data and merge it later during data production

- Increase wait time before timeout

Downtime ~3%

Extent unclear (would 
show up in bad periods)
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Some prominent issues
Packet Delivery - Station Order in T3
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Mostly All stations with window=0 in the first packet, within
the same T3 Event.

many important packets maybe lost.

It could be interesting to reorder the packets (send first the
packets with stations with window=0).
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Ricardo Sato 
November 2023 Collaboration Meeting

3) Massive backlogs in T3 emission due to T3 bursts during lightning: event loss
Mitigation by discarding T3s where emission would be futile (due to 
elapsed time) implemented in undeployed (but tested) CDAS version

4) VEM coincidence histograms not written to event data by CDAS
Implementation in undeployed (but tested) CDAS version

- Multiple important mitigations/implementation in CDAS DAQ code tested but not in deployed version

- Coupled with upgrade to Debian 11/12, where testing not yet complete


- Multiple trials… latest on array administered by Ricardo in May, no issues immediately obvious

- Close look at output planned (but delayed due to conflicting demands on time, person-power)

Until complete: Significant event loss during periods with high T3 rates lightning

No VEM coincidence histograms in event data

Downtime ~5%
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Support for new triggers
T2 Format 
• New triggers are currently being developed and there will (hopefully) be more proposals 

(making use of the UUB, SSD, RD, and UMD)


• Our bandwidth from stations to CDAS is limited (to ~140 Bytes per second)


• Currently, we have a rate of ~20 Hz for T2s


• Uses ~50% of available bandwidth (station → CDAS) (keeping in mind, we also need to 
transfer monitoring and event data)


• ~90% of T2s are T2 Thr triggers with ~10% purity


• Do we envision additional triggers (beyond RD) requiring unique identification when 
forming T3s? 
→ additional T2 bits? 

• Do we need to monitor SSD, RD, and UMD uptime in real time (e.g. for exposure with 
new triggers)? 
→ additional T2 bits?

Re-define T2 structure? 
• Requires changes at 

every level of DAQ 
chain


• Timescale (with 
testing): 1 year+

Noisy T2 / T3 types 

• How to avoid communications being overwhelmed though T3 types prone to noise bursts (e.g. radio trigger)


• Proposals & test implementations (all veto based) at UUB DAQ and CDAS level


• How to safely and efficiently test them?



6

DAQ testing environment
- Proper testing incredibly time consuming (since no standardized tools) but 

necessary when testing on (stations operating in) main CDAS instance

- Separate CDAS instance with one BSU would minimally impact aperture 

(<10%) while allowing for aggressive testing and development of new 
triggers (and other DAQ implementations) without risk to operation of main 
CDAS instance Simulation of full CDAS pipeline in 

development by Ricardo

(testers?)

Checklists for testing UUB and CDAS 
DAQ output on AugerWiki 

(and space to document results)

Towards standardized testing tools…
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Other


