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•   Introduction to EBL 
• EBL measurement opportunities and challenges 
• EBL anisotropies or spatial fluctuation measurements 

•  Near-IR with Spitzer, Hubble, CIBER etc 
•  Brief introduction to intensity mapping of spectral lines 

•  Lyman- has lots of information 
• Plans with SPHEREx, Euclid etc 
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“Why is the night sky dark?”

21st century version:
What is the spectrum of the background light in the Universe?



4 Douglas Scott

review of constraints on the infrared (IR) part of the background was published by Dole,
Lagache, Puget and collaborators in several articles around 2006 [22, 23] – the last panel
in Fig. 1 shows the IR and optical parts of the background [24].
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Fig. 1. – Collection of historical compilations of observational constraints on the extragalactic
photon background. The lower-left panel multiplies the vertical axis by one more power of
frequency, to give a better comparison of the energy densities in various components. The
lower-right panel focuses on the far-IR and optical backgrounds coming from stars.

The largest fraction of the total photon energy density is the CMB, thermal radiation
from the early Universe. The optical and near-IR portion is dominated by direct starlight,
while the far-IR part traces the starlight absorbed and reradiated by interstellar dust.
Higher energy photons come mostly from active galactic nuclei (AGN) of various types.
In general, the extragalactic photon background intensity that we measure is an integral
of the history of the photon luminosity density, L(z) of sources over all redshifts:
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Thus, the background tells us about the history of star formation, heavy-element pro-

The extragalactic background spectrum

Scott, D. 2018
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The extragalactic background spectrum

(status pre-2016)



The extragalactic background spectrum

asteroids.” In Table 2 of Kelsall et al. (1998), they adopt an
albedo at 1.25 μmwavelength for their zodiacal components of
a=0.204± 0.0013. Recent thermal IR observations of TNOs
imply geometric albedos of 20%–30%, while some have
albedos as large as ∼60% (e.g., Vilenius et al. 2014,
2014, 2018; Duffard et al. 2014; Kovalenko et al. 2017),
possibly indicating a more icy surface for some TNOs. The
four small satellites of Pluto have albedos ranging from 55%–

85% (Weaver et al. 2016). While the nature of any OCC dust

component at higher ecliptic latitudes may be substantially
different from that of TNOs and their collision or scattering
products, these results suggest that albedos higher than the
a; 0.2 value adopted by Kelsall et al. (1998) are possible.
Future improvements of zodiacal IPD models may therefore
need to consider a different albedo distribution for any
additional OCC dust component at higher ecliptic latitudes,
including albedos as appropriate for a larger fraction of dust
particles with icy surfaces. For example, Sano et al. (2020)

Figure 10. Summary of astrophysical foreground and background energy relevant to SKYSURF, along with the first SKYSURF measurements at 1.25, 1.37, and 1.53
microns. The left scale indicates the total energy ν. Iν in nW m−2 sr−1, and the right scale the corresponding sky-SB in AB-mag arcsec−2 at 1.25 μm (which can be
scaled to other wavelengths as indicated). The discrete measurements of D16 from integrated and extrapolated galaxy counts (iEBL+eEBL) (red-filled circles) and
other published data are shown. Gray triangles indicate the total EBL measurements (Puget et al. 1996; Dwek & Arendt 1998; Fixsen et al. 1998; Hauser et al. 1998;
Lagache et al. 1999; Finkbeiner et al. 2000; Cambrésy et al. 2001; Bernstein et al. 2002; Matsumoto et al. 2005; Dole et al. 2006; Bernstein 2007; Matsumoto
et al. 2011; Matsuura et al. 2011; Tsumura et al. 2013; Sano et al. 2020). Also shown are more recent results from the CIBER experiment (purple triangles; Matsuura
et al. 2017), Pioneer (light blue points without errors; Matsumoto et al. 2018), and New Horizons (medium and dark blue points with errors; Lauer et al. (2021) and
Lauer et al. (2022), which is offset for clarity) that aim to more accurately subtract the zodiacal foreground. All of these measurements require accurate modeling of
foreground DGL, and except for Pioneer and New Horizons points, ZL as well. For a more direct comparison with SKYSURF diffuse-light limits, the iEBL level
(taken from the respective references) has been subtracted from the CIBER and New Horizons points. Green squares are panchromatic HST sky-SB measurements
compared to the solar spectrum. Brown squares indicate the COBE/DIRBE data and the zodiacal dust model of Kelsall et al. (1998). The gray and orange wedges and
blue stars are γ-ray blazar EBL constraints from the MAGIC and HESS TeV experiments (MAGIC Collaboration et al. 2008; H. E. S. S. Collaboration et al. 2013).
The black line is the sum of the Andrews et al. (2018) EBL models for star formation in spheroids (red), disks (green), and unobscured AGN (purple). The currently
achieved calibration+zero-point accuracy in the 1.25–1.6 μm HST sky-SB estimates is ∼4% of the zodiacal sky-SB (Windhorst et al. 2022), as indicated.
SKYSURF’s goal is a 2%-accurate sky-SB model across the sky at 0.2–1.6 μm wavelengths, to address the discrepancy between the total EBL and the discrete
iEBL+eEBL. The brown points are the SKYSURF diffuse light limits, which implicitly subtract discrete iEBL, identified in Table 1. These limits are lower than
previous analyses, but still leave room for an isotropic diffuse light component, whether in the solar system or at cosmological distances.
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The Astronomical Journal, 164:170 (26pp), 2022 November Carleton et al.

(status ~2022)

SKYSURF team; 
Windhorst et al. 2022

2022+ 
CosmoGlobe effort
to reanalyze all of DIRBE
to improve Zodi models
and EBL/CIB

San et al. 2022
Watts et al. 2024 
San et al. 2024



Why is the UV to IR EBL is hard to measure?
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74% of the sky brightness at 
2.2µm is zodiacal light

77% of the 2.2 µm EBL error 
budget is from zodiacal light

Extragalactic Background Light = 
Total sky brightness – Stars – Zodiacal light – ISM



What do we know about Zodiacal Light?
Two models with similar 3D structure (Kelsall et al. 1998; 
Wright 1998)
- both position- and time-dependent.
- ~90 free parameters!
- Wright (1998) assumes all of DIRBE 25 micron brightness 

is Zodi with no extragalactic monopole.

A Ring and a Trailing Clump 
1. Diffuse cloud 
2. 3 dust bands (in COBE/DIRBE) at +/- 1.4, +/- 10 and +/-15 degrees identified with asteroid families. [IRAS 

found a total of 5 bands.]
3. Circumsolar ring in resonance with Earth and a trailing clump.

DIRBE Annual Modulation 25um

M. San et al.: COSMOGLOBE: Simulating zodiacal emission with ZodiPy
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Fig. 1. Interplanetary dust density distribution of the diffuse cloud, the circumsolar ring, and the Earth-trailing feature. Left column: cross section
showing the xz plane (y = 0). The gray-dashed line represents the ecliptic plane. Right column: Cross section showing the xy plane (z = 0). The
gray-dashed circle represents the orbit of Earth. Top row: the density of the diffuse cloud. Middle row: the density of the circumsolar ring. Bottom
row: the density of the Earth-trailing feature. The blue dot represents Earth.

A107, page 3 of 10

Diffuse cloud 

Circumsolar ring

Earth trailing blob.

San et al. 2022



From Measurements to EBL
Extragalactic Background Light = 

Total sky brightness – Zodiacal light – Stars – ISM

0.1 1.0 10.0
Wavelength 

   1

10

100

nW
 m

 -2  sr
-1

HST

HESS

IRTS

SpitzerGalaxy counts

UVS/STIS

HST/WFC3

EBL from 
simulations
at z < 5

CIBER

DIRBE

In
ten

sit
y

e
e-

!ir

!Te
EB TeV absorption

From TeV data 1.4 um EBL  
known to 
+/- 15% statistical  

Difference in absolute 
photometry 

measurements is 
predominantly 

foreground model 

VG 

DIRBE on COBE 

•  But there are multiple foregrounds hindering 
our detection of this background comprised of 
light from stars and interstellar dust in our 
own galaxy and dust in our solar system (S 
shape in the images on the right) 

VG 

DIRBE on COBE 

•  But there are multiple foregrounds hindering 
our detection of this background comprised of 
light from stars and interstellar dust in our 
own galaxy and dust in our solar system (S 
shape in the images on the right) 

Hard to quantify a systematic error 
to the ZL model



Existence of large differences relative to model already clear 
from Krick+ 2012, especially for scattered component.

From Measurements to EBL
Extragalactic Background Light = 

Total sky brightness – Zodiacal light – Stars – ISM

4.5 micron: direct dust emission3.6 micron: dust scatted light
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THE CASE FOR SPACE

 H-BAND 9º X 9º IMAGE OVER 45 MINUTES FROM KITT PEAK 
WIDE-FIELD AIRGLOW EXPERIMENT:  HTTP://PEGASUS.PHAST.UMASS.EDU/2MASS/

TEAMINFO/AIRGLOW.HTML

              Airglow Emission 

•  Atmosphere is 500 – 2500 times 
brighter than the astrophysical sky 
at 1-2 µm 

•  Airglow fluctuations in a 1-
degree patch are 106 times 
brighter than CIBER’s sensitivity in 
50 s 

•  Brightest airglow layer at an 
altitude of 100 km… can’t even 
use a balloon



CIBER-1: before third flight



EBL measurement with  
CIBER/Low Resolution Spectrometer

Low-Resolution Spectrometer 
λ = 0.8 – 2.0 µm λ/Δλ ~ 20 

4° x 4° FOV  60” pixels   
• Dispersed with a prism 
• Laboratory calibrated 
• Uses NIST-calibrated LEDs on the focal plane 
(that are turned on between sky observations)

Measured intensities are a x10-20
larger than the expected EBL

Thermal emission from rocket skin, 
scattered via optics, dominates 
above 1.8 microns.

airglow

airglow

Matsuura et al. ApJ



Extragalactic Background Light = 
Total sky brightness – Zodiacal light – Stars – ISM - Instrumental Systematics

Detected star counts
Extrapolated down based on
models/known counts
in each of the Legacy fields



Extragalactic Background Light = 
Total sky brightness – Zodiacal light – Stars – ISM - Instrumental Systematics

ISM (Diffuse Galactic Light) constructed from CIBER/LRS (assumes a Zodi model)

CIBER

Pioneer  
10/11

Akari

Tsumura et al. 2013



Extragalactic Background Light = 
Total sky brightness – Zodiacal light – Stars – ISM - Instrumental Systematics

Assuming Kelsall+ 98 or Wright 01 Zodiacal light normalization.
Intercept should be the absolute EBL. Wright’s model leads to effectively no EBL.

LRS Zodiacal light intensity absolute level can be calibrated with NBS ZL measurement.



CIBER finds Wright
model is not a good
description of ZL at  < 3.5 
microns - for the scattered 
component.

Wright ZL

Kelsall  
ZL

Extragalactic Background Light = 
Total sky brightness – Zodiacal light – Stars – ISM - Instrumental Systematics

Matsuura et al. ApJ



How can we improve?

Joseph	von	Fraunhofer		
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CaII 8542A line

L
i
n
e
 
d
e
p
t
h

Short	of	~3.5	microns,	the	ZL	is	reflected	Solar	spectrum	with	well	
characterized	absorption	features.



Short	of	~3.5	microns,	the	ZL	is	reflected	Solar	spectrum	with	well	
characterized	absorption	features.
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Bernstein et al 2002  
Measurements From HST + the Ground 
Systematics in Matilla 2003; Revision in Bernstein 2003

NASA/ISS

Airglow	Lines

Systematic	limitation:	Atmospheric	
Extinction	&		Atmospheric	scattering

Previous Application of Fraunhofer Line Measurements to EBL

Lesson:	ground	to	space	transfer	of	Fraunhofer	line	is	subject	to	large	uncertainties	
Many	systematics	can	be	avoided	by	doing	this	measurement	from	Space!



Narrow Band Spectrometer Data Reduction

Raw	Single	field	NBS	Image Ideal	ZL	CaII	image

Subtract	Dark	Current	and	mask	
outlier	regions.

Korngut et al. 2023



Narrow Band Spectrometer Data Reduction

Single	field	NBS	Image	
Dark	Current,	Flat	field,	Bad	

pixels	masked
Ideal	ZL	CaII	image

Korngut et al. 2023



Ideal	ZL	CaII	image

Narrow Band Spectrometer Data Reduction

Register	Astrometry	&	Create	synthetic	image	based	on	2MASS	stars

Smoothed	for	Ease	of	Viewing	only

Single	field	NBS	Image	
Dark	Current,	Flat	field,	Bad	

pixels	masked

Korngut et al. 2023



Ideal	ZL	CaII	image

Narrow Band Spectrometer Data Reduction

Single	field	NBS	Image	
Dark	Current,	Flat	field,	Bad	

pixels	masked

Binned	By	Wavelength		

Korngut et al. 2023



Modeling all of the components required for  
Accurate ZL Estimates

What we measure What we want

Zodiacal Light

Diffuse Galactic Light 
(ISM)

Stellar Light

EBL, Airglow resid, Dark 
Current Resid etc.

Effective CaII absorption 
profile of the component

Spatial	
Distribution

amplitude



Fit For the ZL amplitude Large Relative Contamination

DGL (ISM) ISL DGL+ISL

DGL+ISL+ 
ZL(free) Data 1D Spectra

Data 
ISL+DGL 
Total Fit



5.1. Dark Current

The NBS is equipped with an optical shut-
ter, located just above the detector at 79 K
to measure the detector dark current (DC)
in-situ. Immediately preceding each flight, a
suite of dark images are measured while the
rocket is on the rail awaiting launch. These
data are coadded to generate a pixel-wise tem-
plate of the variations in DC containing neg-
ligible read noise. In addition, during each
flight, the shutter is closed for approximately
50 s to obtain an in-flight dark measurement,
albeit containing significant read noise con-
tributions. The average dark current is typ-
ically 0.5 e-/s in unmasked pixels, compara-
ble to the photocurrent induced from the ZL.
In this measurement, the most important DC
feature is the reproducible large scale struc-
ture across the array due to fabrication in-
homogeneities in the detectors. The random
alignment of array-scale dark current struc-
ture and the wavelength distribution produces
a bias in fitting the CaII line depth if left un-
subtracted. The rail DC template is therefore
subtracted in the map domain before spec-
tral analysis. An image of a typical dark cur-
rent template is shown in array coordinates
in Figure 2. Bright features at the corners are
caused by multiplexer glow and are masked,
along with the ovular shaped feature towards
the x = 256, y = 128 location.

5.2. Step Removal

The detector readout system uses two sepa-
rate boards to read individual halves of the ar-
ray. Drifts in the independent amplifier chains
of the two channels can introduce di↵erent o↵-
sets on either side of the array. Since the NBS
measurement quantifies the depth of an ab-
sorption line, it is not sensitive to arbitrary
DC o↵sets. However, since the radial disper-
sion of the CaII feature is not perfectly aligned
with the mid plane of the detector array, aver-

aging across the entire FOV would introduce
spurious inferred depth of the absorption fea-
ture. Therefore, we extract a spectrum inde-
pendently on each half of the array, calculate
the o↵set between the two spectra and remove
the di↵erence. For each field, spectra for each
half of the array are extracted independently.

5.3. Flat-Field

The flat-field response of the NBS was mea-
sured before and after each flight campaign in
the laboratory. The measurement technique
is discussed in detail in Zemcov et al. (2013)
and entails coupling the NBS aperture into
an integrating sphere enclosed in a vacuum
chamber. Broadband light is coupled to the
integrating sphere via fiber optic cable and the
light intensity can be varied as desired. The
flat field is constructed by coadding dozens of
dark-subtracted exposures together and nor-
malizing the response to the mean of all pixels
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Fig. 2.— NBS dark current template image
in array coordinates.
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used in spectral analysis. The measurement
is repeated at three di↵erent light levels span-
ning an order of magnitude in photocurrent.
An example of a flat-field matrix is shown
in Figure 3. The structure in the flat-field
matrix comes from a combination of intrinsic
quantum e�ciency variation in the detector
array along with reflections and varied illumi-
nation in the optical chain. Because the optics
were disassembled and re-assembled between
flights, we use a unique flat field template for
each flight.

5.4. Pixel Masking

Errant pixels are flagged and excluded from
the analysis based on a range of criteria as
follows.

1. Hot and dead pixels are rejected. These
are identified as extreme statistical out-
liers in dark current measurements. The
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Fig. 3.— Flat-field gain matrix in array co-
ordinates. The colorscale is normalized by
the mean across the array. No Masking is in-
cluded in the figure.

specific PICNIC chip in the NBS has a
thin arc-like defect ⇠10 pixels in radius
towards the edge of the array which is
masked here. In total, ⇠3% of pixels
are removed at this stage. This mask is
used in common for all fields in a given
flight.

2. For each field, a variance estimator map
is generated from the statistics of the
best line fit in determining the esti-
mated photocurrent. Statistical outliers
which deviate from the mean in excess of
5� are rejected. These account for typ-
ically ⇠1.5% of the array, including an
overlap in population with the previous
condition.

3. The corners of the array are masked
to avoid contamination from a spuri-
ous signal originating from self emission
from the detector’s multiplexor at the
corner of each quadrant. The regions
along the interface of the four quadrants
of the array are masked as well. The ef-
fect being mitigated is visible in the dark
current image in Figure 2.

4. Pixels with extreme values in the flat-
field matrix are excluded (greater than
5� from the mean).

5.5. Calibration

The absolute spectro-photometric calibra-
tion of the NBS is obtained through a suite
of laboratory measurements in collaboration
with the National Institute of Standards and
Technology (NIST). In particular, their SIR-
CUS laser facility (Brown et al. 2006) pro-
vides an intensity stabilized monochromatic
source with negligible intrinsic linewidth for
our purposes. The central wavelength of the
laser is tunable and can be scanned across
the NBS band. This source is coupled to the
NBS aperture through an integrating sphere,
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� = 880 nm to generate pixel masks. For
the aggregate faint stellar population (FISL),
we rely on models of the Galaxy. The imple-
mentation of each is described in detail in the
following subsections.

6.1.1. Bright Stars

For this study, we use the catalog produced
by the USNO-B2 Digital Sky Survey (DSS)
(Monet et al. 2003), which includes a NIR
band centered at � = 880 nm. While the
wavelength di↵erence and resolution between
these instruments is less than ideal, it is the
closest all-sky catalog publicly available, and
we account for the minor wavelength di↵er-
ence through simulations.

Detailed knowledge of the e↵ective PSF is
essential for an accurate accounting of the
stellar foreground. The average PSF is mea-
sured in each flight independently by stacking
on DSS star positions with 7 < MAB < 9.
As the NBS design under-samples the PSF
significantly, the stack is done on a sub-pixel
grid, applying the technique implemented in
Symons et al. (2021).

The star masking algorithm we apply is
characterized by two parameters, an AB cut-
o↵ magnitude Mcut and a flux threshold pa-
rameter t. Using the measured PSF along
with fluxes and positions from the DSS cat-
alog, model stellar maps for sources brighter
than Mcut in each field are generated. The
maps are initially generated on a pixel scale
four times finer than the NBS native resolu-
tion (3000 pixels) to account for the sub-pixel
centroiding of sources. They are then inter-
polated onto the 20 grid. Pixels in the model
maps with values brighter than t are masked
in spectral extraction. This technique natu-
rally removes a larger region around brighter
stars.

6.1.2. Faint stars

To account for the integrated emission from
stars below the mask threshold, we rely on the
Galactic stellar population code TRILEGAL
(Vanhollebeke et al. 2009). This code is run
for the CIBER target fields to generate sta-
tistically accurate simulated stellar catalogs
down to MAB = 26. The simulation calcu-
lates both the flux observed using the CIBER
NBS filter as well as the DSS-i2 filter. Simu-
lated noiseless observations of stellar fields are
produced for both filters by randomly popu-
lating the stars across the NBS FOV using the
appropriate PSF model.

The simulated NBS maps are then masked
using an identical algorithm to the data, re-
moving all pixels which appear in the simu-
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Fig. 6.— Template images of the in-
tegrated stellar light corresponding to the
sum of GBISL,x,y

R
d�⇤x,y(�)F�,BISL(�) +R

d�⇤x,y(�)F�,F ISL(�) in Equation 1. Indi-
vidual sources are generated from the DSS
catalog positions and fluxes, determined NBS
astrometry and a model of the NBS PSF. The
faint background is generated from the Trile-
gal model, and shown as observed by the NBS
wavelength response assuming Solar CaII ab-
sorption.

10

estimate the continuum signal of DGL as it
lands on the NBS FOV, for each field we inter-
polate the dust map of Schlegel et al. (1998)
on to the astrometrically registered grid for
the pointing in each field. It is then nor-
malized to the appropriate continuum inten-
sity using the scaling relation derived by Arai
et al. (2015). These maps, corresponding to
GDGL in Equation 1 are shown in Figure 9.
As is made evident by this figure, spurious
alignment of intrinsic structure in the Galac-
tic cirrus and the spectral response of each
pixel on the array can produce a bias to the
inferred ZL intensity from the CaII absorp-
tion feature. By administering robust priors
on the spatial distribution of the cirrus, this
bias can be mitigated.

Fig. 8.— Stellar template and measurement
consistency is tested in each field by varying
the star mask and calculating the mean inten-
sity in the remaining unmasked pixels. The
mask is generated using knowledge of the ab-
solute calibration, PSF, and astrometry com-
bined with fluxes and positions from the ancil-
lary star catalog. The model is generated from
the TRILEGAL simulations and both assume
CaII absorption at a Solar level. The dashed
line shows unity correlation between data and
model. The best fit slope is 1.0± 0.1.

The case of DGL is further complicated by
the fact that the interstellar radiation field
also contains Fraunhofer lines, which are also
scattered by the interstellar medium. Fig-
ure 10 shows the modelled DGL distribution
after accounting for intrinsic absorption, it is
simply modeled using the spatial DGL tem-
plate in Figure 9 multiplied by the 2D solar
absorption template for CaII. The model as-
sumes Solar depth in the DGL CaII profile as
it arises from a scattered ISL.

6.3. Zodiacal Light (ZL)

Because of the 8.5� ⇥ 8.5� instantaneous
FOV of the NBS, and the desired level of ac-
curacy, assuming a uniform ZL intensity can
produce a ⇠ 5% error in the derived ZL am-
plitude. We use prior models of the spatial
distribution of the ZL to reduce error from
spatial gradients. Figure 11 shows ZL gradi-
ents computed from the Kelsall et al. (1998)
model over the NBS FOV for each field. These
gradients are normalized by the mean over the
FOV. Figure 12 shows the e↵ect these gradi-
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Fig. 9.— Template images of the DGL as it
lands on the NBS array. The images corre-
spond to GDGL,x,y in Equation 1 and do not
account for the Ca II absorption feature.
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Dark current Flat field

Star counts

Dust/DGL Korngut et al. 2023



Best Fit Spectra For the Whole Sample

Leads to model-independent measurement of 
Zodiacal Light level (in sky directions of the 
observed fields observed at a certain time).

Korngut et al. 2023
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Fig. 17.— Comparison of the NBS ZL intensity measurements to the Kelsall (top) and Wright
(bottom) models at 12,500 Å. The colorscale errors are a two dimensional visualization of the
distributions given at each field from the systematic error analysis. Blue points show the amplitude
estimates assuming nominal values for all systematic errors. There two sets of blue error bars which
represent the statistical only (inner), and combined statistical and systematic (outer). The blue
marker type denotes the rocket flight in which the measurement was performed (2010 are circles,
2012 are xs and 2013 are triangles). The solid green line shows a unity correlation and the dashed
green shows the unity correlation plus a best fit o↵set for each model.
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Fig. 17.— Comparison of the NBS ZL intensity measurements to the Kelsall (top) and Wright
(bottom) models at 12,500 Å. The colorscale errors are a two dimensional visualization of the
distributions given at each field from the systematic error analysis. Blue points show the amplitude
estimates assuming nominal values for all systematic errors. There two sets of blue error bars which
represent the statistical only (inner), and combined statistical and systematic (outer). The blue
marker type denotes the rocket flight in which the measurement was performed (2010 are circles,
2012 are xs and 2013 are triangles). The solid green line shows a unity correlation and the dashed
green shows the unity correlation plus a best fit o↵set for each model.
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Fig. 18.— Reduced �2 distributions combin-
ing statistical and systematic errors as a test
of goodness of fit to both the Kelsall (black)
and Wright (red) models. Top: Evaluating
AZL compared to the two ZL models. Bot-
tom: After including an additional degree of
freedom represented by a best fit o↵set.

10. Discussion

10.1. Model testing and EBL implica-
tions

We present new measurements of the ZL
absolute intensity in the NIR through Fraun-
hofer absorption line spectroscopy. Through
these measurements, we provide a test of the
two ZL models most heavily cited in abso-
lute NIR spectro-photometric measurements.
After accounting for the interaction between
statistical and systematic errors, we find the
data favor an absolute ZL intensity that is
somewhat brighter than predicted by the Kel-
sall model. The total observed intensity is
closer to the Wright model, but with addi-
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Fig. 19.— Distributions of inferred
12,500 Å values for a ZL o↵set for the
Kelsall (black) and Wright (red) model pre-
dictions. The mean and 1� range are denoted
with the solid and dashed lines respectively.
The Wright model is consistent with zero to
within 1� and the Kelsall model shows an
o↵set 2.4� above zero.
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CIBER/NBS zodi measurement show an “isotropic” excess above Kelsall zodi models. 46  
19 nW m-2 sr-1 at 1.25 m. An isotropic component is not in Kelsall model. 

This excess is not seen in Wright (1988) zodi model - Wright re-normalization include flux 
from an isotropic component through 25 m EBL assigned to zodiacal light.

±
μ

μ

Is there a missing component in Zodi models?



Origin of Zodiacal dust (Inter-Planetary Dust): Nesvorny et al. (2010): ~85-90% Jupiter family 
comets, ~10% Oort cloud comets, <10% asteroids.  (exact fraction depends on the size of the 
dust particle). Oort cloud comets (OCCs) produce an isotropic dust distribution, isotropic zodi. 

Also in models of Poppe et al. (2016) 

observational evidence of high intensity of the EBL in the mid-
IR, it is reasonable to assume the EBL to be the same level as
the IGL. Then, the entire residual intensity is thought to
originate from the ZL component in the mid-IR.

6.1. Spectral Energy Distribution of the Residuals and Density
of the Isotropic IPD Component

Figure 18 shows the spectral energy distribution (SED) of
the derived residuals from near- to mid-IR. The residual values
are calculated as the average of the ò dependence at each
wavelength (Figure 14). The orange dashed line is a scaled
spectrum of the Kelsall ZL model, fitted to the mid-IR
residuals. At 12, 25, and 60 μm, the color of the residuals is
marginally consistent with that of the Kelsall model. This may
indicate that all residuals originate from the isotropic IPD
component missed in the Kelsall model. At 1.25 and 2.2 μm,
the residuals are several times larger than the scaled ZL
spectrum. The difference between them can be regarded as the
EBL in the near-IR.

We can estimate the density of the isotropic IPD from the
mid-IR residual intensity. Regardless of the difference between
Models A and B at 12 and 25 μm (Figure 18), they are close to
the 5% ZL intensity of the Kelsall model. This indicates that
the density of the isotropic IPD is also an order of 5% of that of
the dominant smooth cloud in the Kelsall model (Table 1). As
shown in Section 4.4, the ò dependence of the mid-IR residuals
in the low-ò regions is close to the simple isotropic IPD model
whose density is ∼2% of the Kelsall model. However, this
estimate underestimates the density of the isotropic IPD
because of the different trends between the observation and
model in the high-ò regions (Figure 14). Therefore, we assume
the density fraction of the isotropic IPD to be ∼5% of the total
IPD. This value is consistent with other studies suggesting the

mass fraction of the OCC dust is less than ∼10% that of the
total IPD (Hahn et al. 2002; Nesvorný et al. 2010; Poppe 2016).

6.2. Contribution of the Isotropic IPD at the Near-IR
Wavelengths

To quantify the contribution of the ZL intensity of the isotropic
IPD in the near-IR from the mid-IR result, we fit the ò dependence
of the residuals at 12 μm with a cubic polynomial function,

( ) ( )= + + +   f a a a a , 150 1 2
2

3
3

where a0, a1, a2, and a3 are free parameters determined by the
fitting. The EBL (IGL) contribution is assumed to be negligible
against the residual intensity at 12 μm. Therefore, the
polynomial fitting at 12 μm is conducted without subtracting
the IGL component from the residual intensity. The fitting
results for Models A and B at 12 μm are shown in Table 3, and
the polynomial functions are plotted in Figure 14 with the
residuals at 12 μm.
To explain the observed ò dependence at 12 μm (Figure 14),

we search for a new model of the isotropic IPD. As inferred
from Equation (1), the density distribution reproducing the ò
dependence should be different from that assumed in the initial
prediction of the isotropic IPD (Section 2.2). We then assume
the R dependence of the IPD density as

⎧⎨⎩( ) ( )
( ) ( )µ g

- 
n R

R R R
R R R ,

16
1

th

th

where γ and Rth are parameters and n(R) is continuous at Rth.
We also allow the cloud shape to be spheroid to describe the
deviation from a sphere. Parameters of the ellipse from which
the spheroid originates are characterized by the major axis 2A

Figure 18. Spectral energy distribution of the averaged residual intensity derived in the present study. Results from Models A and B are indicated by red and blue
circles, respectively. Upper limits of the EBL are represented by pink allows (Hauser et al. 1998). Black circles at 9 and 18 μm denote the isotropic component derived
from the ZL model of the AKARI all-sky map (Kondo et al. 2016). The solid orange curve indicates the ZL spectrum from the Kelsall model and Kawara et al. (2017)
in the intermediate ecliptic latitudes, same as Figure 1, while the dashed one denotes the 5% level of that to be comparable to the residual intensity at 12 and 25 μm.
The green dashed curve denotes the SED expected from the spheroidal IPD model fitted to the observed ò dependence of the residual intensity at 12 μm (Section 6.2).
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The Astrophysical Journal, 901:112 (26pp), 2020 October 1 Sano et al.

Sano et al. (2020)

Sano et al. (2022)  
DIRBE reanalysis finds 5% of the 
zodiacal light intensity is isotropic.  
19  2 nW m-2 sr-1 at 1.25 m.± μ

Is there a missing component in Zodi models?

Not	all	dust	are	equal:	Dust	responsible	for	
scattering	may	not	be	the	same	dust	seeing	
in	emission	at	longer	wavelengths.			
Or,	asteroidal	dust	may	scatter	more	than	
cometary	dust!



Spitzer can absolute calibrate time-dependence in NEP or other fields, with multiple observations 
separated at ~ 1 month, as a way to improve Zodiacal light models at 3.6 and 4.5 mμ

Extragalactic Background Light = 
Total sky brightness    –   Zodiacal light   –   Stars   –   ISM – Instrumental Bias

ShutterMeasure Model/Measure Model/Measure

Proposal	was	to	do	a	new	measurement	of	EBL	with	an	improved	ZL	model.	
Spitzer	operations	thought	it	was	risky	using	the	shutter	even	during	the	last	few	months	of	
the	mission.	
Spitzer	shutter	was	only	used	during	the	last	24	hours	of	observations.	Shutter	had	no	
mechanical	issues!	

EBL Opportunity: Spitzer

Spitzer/IRAC	had	a	shutter	but	never	used	(soon	after	launch	in	instrument	verification	
shutter	did	not	behave	properly	and	it	was	decided	to	leave	shutter	open	for	all	of	IRAC	
operations.	



Combining a Spitzer Closed-Shutter Observation with CIBER-2
Measurements to Isolate the Brightness of the Near-IR Extragalactic

Background Light

Michael Zemcov1⇤, Jamie Bock2, Asantha Cooray3, Varoujan Gorjian4, Phil Korngut2, &
Mike Werner3
1The Rochester Institute of Technology, ⇤zemcov@cfd.rit.edu, 2The California Institute of
Technology, 3 The University of California - Irvine, 4The Jet Propulsion Laboratory

The near-IR extragalactic background light (EBL) encodes the integrated stellar emission
through cosmic history and can yield crucial insights into a variety of astrophysical phe-
nomena. Direct measurements of the EBL have been frustrated by the presence of bright
local foregrounds, including the Zodiacal Light (ZL), di↵use galactic light (DGL), and the
integrated starlight (ISL) from extended telescope response and faint stars. The ZL is a
particularly di�cult foreground to mitigate as it is time-variable and a factor of 30�100⇥ as
bright as the EBL signal. As a result of misestimation of these foregrounds, the systematic
errors of current direct photometric measurements of the EBL exceed the integrated galactic
light (IGL) by a factor of several or more.

1

50 seconds

100% error  
dark

1% error dark

EBL Opportunity: Spitzer

Proposed	a	proper	zodi/EBL	program	over	1600	hours	during	the	last	six	months,	allocated	
24	hours	of	DDT	observations	during	the	last	day	of	Spitzer	operations.



EBL Opportunity: Spitzer

S

Raw frames - first ever shutter closed IRAC image 
(Jan 28 2020), 17 years after launch. 
Spitzer powered down: Jan 29 2020 

Shutter open Shutter closed
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Table 1. Observation Fields
Field Target(1) Time (Local) (2) Azimuth Elevaton R.A. DEC. Elon. Elat.

UT - 7 hour deg deg deg(3) deg(3) deg deg

Bias 9/15 16:43 - 16:47 - - - - - -

Darks 16:53 - 17:06 - - - - - -

Arc ATLAS CL 17:10 - 17:15 - - - - - -

Dome Flats 18:50 - 19:44 - - - - - -

WD1817+788 Std 23:16 - 23:28 347.5 - 347.5 37.7 - 37.8 273.6 78.9 86.8 77.6

WD1817+788(4) Std 23:29 - 23:36 347.5 - 347.3 37.7 - 37.5 273.6 78.9 86.8 77.6

NEP-1-1 NS 23:41 - 9/16 00:13 331.2 - 331.2 38.0 - 35.2 269.9 66.2 262.2 89.7

Elon295Step26 NS 00:19 - 00:46 245.4 - 249.1 24.9 - 20.7 294 -4.9 295 16.5

WISE-J0301 NS 00:57 - 1:18 115.7 - 119.1 35.2 - 38.2 46.7 1.1 44.6 -15.7

Elon66Step17 NS 1:22 - 1:49 87.4 - 90.3 37.4 - 41.9 64.1 21.3 66 0

Elon66Step28 NS 1:58 - 2:25 69.7 - 70.5 52.5 - 56.7 60.8 37.7 66.3 16.7

Elon66Step29 NS 2:29 - 2:56 70.3 - 70.5 58.9 - 63.1 60.4 38 65.9 17

Elon66Step30 NS 3:00 - 3:27 69.2 - 68.3 65.2 - 69.4 60.3 38.5 66 17.5

Elon82Step6 NS 3:32 - 3:59 113.2 - 117.9 40.7 - 44.7 82.8 6.3 82.5 -17

Elon82Step7 NS 4:03 - 4:30 120.6 - 126.3 46.0 - 49.8 82.8 5.8 82.5 -17.5

SDSSJ072752 Std 4:34 - 5:01 74.4 - 76.3 41.6 - 45.9 112 32.2 108.8 10.2

SDSSJ072752(4) Std 5:01 - 5:17 76.8 - 77.7 47.2 - 49.3 112 32.2 108.8 10.2

Darks 5:20 - 6:08 - - - - - -

(1)
”CL” means wavelength calibration lamp, ”Std” means standard star, and ”NS” means the night sky.

(2)
The year of this observation is 2020.

(3)
The equinox of Ra and Dec is J2000.0.

(4)
Using 10” slit width. Other is using 1” slit width.

the dust column density. Figure 1 shows the observed field

plotted against the ZL map by the Kelsall model. DBSP

consists of two channels: the blue channel covering the

wavelength range from 300 nm to 550 nm and the red

channel covering the range from 550 nm to 900 nm. Both

channels have a spectral resolution of R = 3000. The choice

of slits di!ered between the night sky and standard star

observations. For the night sky, a slit with 1”→128” field-

of-view was used, while for standard star observations, a

slit with 10”→ 128” field-of-view was employed. We ob-

tained 4, 6, and 5 exposures for WISE-J0301, NEP-1-1,

and other fields, respectively, where we integrated pho-

tons for 300 seconds per exposure. The standard stars

of our observation are WD1817+788 (hereafter WD1817)

and SDSSJ072752 (hereafter SDSSJ0727). We obtained

5 exposures for 1”→ 128” and 6 exposures for 10”→ 128”

of WD1817. Additionally, we obtained 5 exposures for

1”→ 128” and 3 exposures for 10”→ 128” of SDSSJ0727.

Standard stars were observed before and after the night-

sky observations.

3 Data reductions

The observed data obtained through spectroscopy is a two-

dimensional image data, as depicted in Figure 2. The ob-

Fig. 1. The observed fields of the night sky plotted on the ZL all-sky map.
The all-sky map of the ZL is a Mollweide projection in geocentric ecliptic

coordinates. The background image represents the ZL brightness at 1.25
µm calculated by Zodipy (San et al. 2022). The blue plots indicate the fields

of our observation (see ”Elon.” and ”Elat.” in Table 1).

served raw images consist of the ”observed region”, sur-

rounded by red lines, and the ”overscan region”, which is

masked outside the red lines. We generated a night sky

spectrum consisting of wavelength and surface brightness

from the observed image. In this section, we will introduce

the method to calculate a one-dimensional spectrum of the

night sky, represented in terms of wavelength and surface

brightness, from the observed data.

Spitzert	+	Ground	Palomar	observations	of	Fraunhofer	lines	of	IRAC	shutter	fields
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Fig. 10. Fitting of observation data. We show Elon82Step6 as an example. The blue line shows the observed night-sky spectrum, green shows airglow, orange
shows the ZL, red shows the DGL, purple indicates the EBL component with offset, and black shows the total of such components (best-fitted spectrum)

sion line present at 405 nm. However, this emission line

has time variation and it is a di!erent component from the

airglow continuum. In addition, the reduced chi-square in

the fitting range including this emission line is ωω/ε < 1.5

for all fields. The value of reduced chi-square is given in

Table 3. Therefore, this fitting is accurate enough to ex-

plain the observed data.

The error in ZL brightness caused by the fitting is shown

in Err1 of Table 4. This error was obtained by propagating

the error in the factor of the ZL template.

4.3 Estimation of the ZL brightness

Based on the fitting presented in Section 4.2, the observed

brightness of the ZL at 400 nm was obtained. The results

are shown in Figure 11 using triangle plots and summa-

rized in Table 3. Additionally, for comparison with the

observed brightness, we plotted modeled brightness the

same as Figure 6 (black circle plots in Figure 11). The

general trend is consistent with the model. On the other

hand, comparing the observed brightness with the mod-

eled, Elon66Step17 has the largest di!erence. The value is

150 nW m→2 sr→1 (see di!erence in Table 3). The reason

Fig. 11. The ZL brightness at 400 nm. Color triangle plots are observed
results and the error bar attached to each data is the total statics uncertainty
in Table 4. Black circle plots are the modeled ZL brightness(Kelsall et al.
1998; Kawara et al. 2017). The fields indicated on the horizontal axis are
arranged in chronological order of observation time.

Hanzawa et al. 2023
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Fig. 16. The observed ZL brightness for the observed direction, showing the
dependence on ecliptic latitude ω (a) and solar elongation ε (b). The color of
the plots is the same as in Figure 11.

trend is also suggested by ecliptic light observations by

AKARI (Takahashi et al. 2019).

However, the uncertainty in the present results is 20 %

of the observed data. In order to eliminate this uncertainty,

it is necessary to conduct long-time observations of specific

fields. This is expected to enable us to extract the ZL

component with high accuracy by capturing the variation

in the spectral shape of airglow with time and airmass.

6 Summary

We conducted night-sky spectroscopic observations using

the Hale/DBSP instrument at the Palomar Observatory,

from which we measured the ZL brightness. As a result

of our observations, we were able to detect the strong

Fraunhofer lines known as the CaH/K absorption lines in

the night-sky spectra. To estimate the ZL brightness at

these wavelengths, we created spectral templates for air-

glow, the ZL, and the DGL within our observation fields

and performed fitting of the night-sky spectra. We revealed

that in several fields, the ZL brightness exhibits uncertain-

ties of approximately 20%, mainly due to the influence of

airglow. However, we were able to obtain results consistent

with the Kelsall model. Furthermore, in the ecliptic plane,

we observed a significant di!erence of 150 nW m→2 sr→1

between the observed and modeled ZL brightness, even if

we account accounting for uncertainties. In our discussion,

we infer that the reason for this di!erence is that the phys-

ical properties of IPD particles near the ecliptic plane are

di!erent from those in other fields
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Appendix1, Data selection

Figure 17 shows the flux calibration factor obtained from

the observations of two standard stars, SDSSJ0727 and

WD1817. The flux calibration factor has an uncertainty

of about two in both cases. To estimate the atmospheric

e!ects during the observations of these standard stars and

select data that could be used for this observation, we

focused on the airglow spectra around the standard star

positions and performed an evaluation based on the wa-

ter absorption lines near 700 nm. We also performed a

similar evaluation for the night-sky spectra to assess the

atmospheric influence. The evaluation procedure is as fol-

lows: first, we scaled the WD1817 background and the

observed night-sky spectra to match the SDSSJ0727 back-

ground spectrum in the 500-600 nm range. We then calcu-

lated the equivalent width ratio around the H2O absorp-

tion lines at wavelengths ω = 670 nm and 700 nm (the

green regions in Figure 18) by dividing the observed data

by the background spectrum of SDSSJ0727 (e.g., the black

line divides cyan in Figure 18). The results are plotted in

Figure 19 in the time order of the observations. Based on

these results, we inferred the presence of thin clouds during

the first half of the observations (before Elon295Step26),
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Fig. 16. The observed ZL brightness for the observed direction, showing the
dependence on ecliptic latitude ω (a) and solar elongation ε (b). The color of
the plots is the same as in Figure 11.

trend is also suggested by ecliptic light observations by
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However, the uncertainty in the present results is 20 %

of the observed data. In order to eliminate this uncertainty,

it is necessary to conduct long-time observations of specific

fields. This is expected to enable us to extract the ZL

component with high accuracy by capturing the variation

in the spectral shape of airglow with time and airmass.

6 Summary

We conducted night-sky spectroscopic observations using

the Hale/DBSP instrument at the Palomar Observatory,

from which we measured the ZL brightness. As a result
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the night-sky spectra. To estimate the ZL brightness at
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Can we ever measure EBL to sub-1% accuracy? 
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What do we need:
A small aperture telescope with multi-wavelength coverage observing outside 
of 5-10 AU  







A Science Enhancement 
Option for an Outer  

Planet Discovery 
Mission 



•

• Platform:  Outer planets mission to Saturn 
• Description of payload instrumentation:  Optical to near-

infrared absolute photometer with 15 cm telescope; Wide field 
optical camera with 3 cm telescope 

• Mission duration:  5-year outer planets cruise-phase 
• Temperature: 50 K 
• Pointing requirements:  0.5″ stability over 500 s. 
• Data rate to ground (kbits/day):  0.5 Mbpd 
•

Two Fundamental Science Goals in 
One Instrument to the Outer Planets 

• Extragalactic Background Light 
     - Measures galaxy history 
     - Epoch of reionization galaxies 
•  Zodiacal Dust 
     - Structure and origin of solar 
             system dust 
     - Detect and map Kuiper belt dust

Optics: 15 cm & 3 cm off-axis 
Wavelengths:  0.4 – 5 µm 
Cooling:  Passive to 50 K

ZEBRA is a high-TRL instrument with 
minimum impact to host mission  
• All key technologies demonstrated 
• Well-defined interfaces 
• ZEBRA engineers offset to net mass

Bock, Cooray et al. 2012
Mission of Opportunity proposal
to NASA for an instrument for EBL
as part of a mission to Saturn



Instrument Overview

Absolute PhotometerFraunhofer Line Spectrometer

Wide-Field Camera

Support Struts3-stage Passive 
Cooling System

Kapton Radiation Shields (2)



We need a host craft

Use the small instrument during 
cruise phase between Jupiter and Saturn

e.g a mission to Enceladus

ZEBRA was not selected in 2012. And we have yet to 
re-propose (hard to put an astrophysics instrument to a 
planetary S/C - at least with NASA)



Since 2018 or so, EBL with New Horizons/LORRI instrument

	

	
Figure	1:	Top:	The	magnitude	of	 	Zodiacal	Light	at	1,	10	and	45	AU	is	indicated	(ZL;	grey	and	
black	lines),	and	diffuse	galactic	light	(DGL;	green	lines)	is	indicated:	from	a	vantage	point	in	
the	outer	 solar	 system,	 the	ZL	component	 is	 suppressed	below	 the	other	 signals	of	 interest.		
DGL	can	be	removed	by	correlating	 images	with	 templates	 for	dust	emission.	 	 In	30seconds	
LORRI	 has	 the	 sensitivity	 required	 to	 detect	 the	 integrated	 galactic	 light	 (IGL)	 from	 all	 the	
distant	galaxies	in	a	line	of	sight.		However,	to	reach	these	deep	sensitivities	systematic	effects	
like	dark	current	and	readout	electronics	stability	must	be	controlled	to	approximately	10-5	
DN	 s-1	pix-1.	Bottom:	The	expected	measurement	with	NH/LORRI	 (blue	point	with	horizontal	
range	 indicating	 the	 broad	 band	 of	 LORRI	 filter).	 For	 reference,	 we	 show	 the	 current	
measurements.	The	best	optical	EBL	measurement	is	with	Hubble	Space	Telescope	(Bernstein	
et	 al.	 1997)	 but	 has	 a	 >	 50%	 uncertainty.	 NH/LORRI	 is	 capable	 of	 a	 <10%	 percent	
measurement.	
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Appendix:	Instrument	Parameters	
	
Parameter	 LORRI	 Ralph/MVIC	 Ralph/LEISA	
Wavelength	Range	 350-850	nm,	single	

band.	
400-975	nm		
400-550	nm	
540-700	nm	
780-975	nm	
860-910	nm	

1.25	–	2.5	mm,	LVF	

Spectral	Resolution	 1.2	 1.2,	3.2,	3.9,	4.5,	
17.7	

240	

PixelResolution	 1.0x1.0	arcsec2	 4.1x4.1	arcsec2	 12.8x12.8	arcsec2	
FOV	(smallest	w/	
complete	spectral	
sampling).	

0.29	deg	x	0.29	deg	 5.7	deg	x	0.037	deg	 0.9	deg	x	0.9	deg	

Npix	 1024x1024	 Wide-band	
2x5000x32	pix;	all	
others	5000x32	pix	

256x256	(~1	
pix/spectral	band)	

Telescope	
Aperture	

20.8	cm	 7.5	cm		 7.5	cm	

Diffraction	Limited	
Performance	

0.5	arcsec	 2.0	arcsec	 5.3	arcsec	

Temperature	 200	K		 200	K	 100	K		
Nominal	Spectral	
Scan	Speed	

-	 ?	(32x	row	transfer	
time)	

25.7	arcsec/s	

Data	Size	(@	16	
bits/pixel)	

16.8	Mb/frame	
(1.0	Mb/frame	in	
4x4	pixel	means).	

17.9	Mb/frame	 1.0	Mb/frame	

Max	Integration	
Time	

30	s	 4	s	(?)	 4	s	

Point	Source	
Sensitivity		

V=19.3	1σ in	4x4	
pixel	bins	in	30s	

V=10	14σ	in	0.25	s	 ?	

Surface	Brightness	
Sensitivity	

4.06x103	nW	m-2	
sr-1	pixel	rms	in	30	
s	

9.51x104	nW	m-2	
sr-1	pixel	rms	in	4	s	

6x104	nW	m-2	sr-1	
pixel	rms	in	4	s	

Total	Surface	
Brightness	
Sensitivity	

16	nW	m-2	sr-1	at	
1σ	in	30	s	

170	nW	m-2	sr-1	at	
1σ	in	4	s	

750	nW	m-2	sr-1	at	
1σ	in	4	s	at	R~10	

	
Notes:		

• Reported	telemetry	limit	of	50	Gb/year.		Corresponds	to	e.g.	~	3000	LORRI	
integrations	if	entire	TM	stream	is	devoted	to	these	measurements.	

• Spacecraft	is	currently	spinning	at	5	rotations	per	minute.		Imaging	
instruments’	boresight	is	orthogonal	to	spin	axis,	thus	FOV	of	instruments	is	
drifting	by	30	deg/s.		This	will	change	following	the	encounter	with	the	KBO	
target	on	Jan	1,	2019.	

Teresa Symons RIT PhD/UCI Postdoc 

Symons et al. 2023
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Figure 5: Left: An example unmasked LORRI exposure after pre-processing. Right: The same exposure after all
masks have been applied. The large, circular mask near the center of the exposure masks an optical ghost caused by
an o↵-axis bright star, faintly visible in the unmasked exposure.

Figure 6: Comparison of LORRI and Gaia bandpasses. The Gaia bandpass, shown in orange, extends from 330 to
1050 nm (Weiler 2018). The LORRI bandpass, in blue, has a range of 360 to 910 nm (Weaver et al. 2020). Though
they have slightly di↵erent spectral sensitivity, to approximately flat-spectrum sources like DGL and the COB Gaia G
magnitudes are very similar to LORRI magnitudes (Symons 2022). The LORRI CCD’s intrinsic response is shown as
the green dashed line; modulo the free normalization, the di↵erence between this and the blue line is the transmissivity
of the LORRI optics.

We use this model to predict the location of a ghost
when an exposure has a mG < 8 star within 0�.37 of the
FOV center and automatically mask a radius of 21.5 pix-
els, which was the maximum radius necessary to mask
all ghosts in the training set.

3.1.4. Line Masking

The brightest stars in an exposure saturate the de-
tector response and can leave charge-transfer artifacts
when the detector is read out. These artifacts typically
appear as extremely negative pixel values in the read

LORRI was not designed for EBL measurements - straylight/ghosts (donut)

12 Symons et al.

(a) Before correction (b) After correction (c) Before - After

Figure 8: A 50 ⇥ 50 pixel stamp image of the same single LORRI exposure (a) before the jail bar correction is applied
and (b) after the correction is applied. The color stretch is 10 DN with masked pixels appearing as 0 DN, but the
e↵ect is so subtle as to not be visible. In (c) we show the di↵erence between (a) and (b) with a color stretch of 0.5 DN
and shifted negative 0.25 DN for clarity. This demonstrates how this highly subtle e↵ect must be carefully corrected
to obtain accurate background sky values.

Figure 9: LORRI reference pixel o↵set. Here, we compare the mean of the reference pixels to the mean of the raw
exposure pixels for all testing exposures. A constant value of 538 DN is subtracted from both for clarity, and then the
means are normalized for di↵erent exposure times. The pink line indicates the line along which X = Y, indicating that
most of the data have a negative o↵set from this expected relationship. The black line indicates a linear fit rejecting all
values above the pink line, the teal line indicates a robust regression with bisquare weights, and the dashed orange line
indicates a robust regression with Huber weights. We select the bisquare-weighted regression to calculate the o↵set
needed to correct the reference column data, 0.035 DN s�1.

We then compare the �-clipped mean of the reference
column to the mean of the unmasked raw exposure pixels
for the entire testing set, shown in Figure 9. If the bias
column tracks the light detected in the array, we would

expect an intensity of 0 DN in the reference column to
be equivalent to an intensity of 0 DN in the raw data.
Instead, we find that the reference column has a slight
negative o↵set when compared to the raw data. There-

each readout column has a different bias due to small voltage offsets.
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Figure 4: Flowchart illustrating the modules and sequence of the data analysis pipeline, starting from pre-processed
LORRI exposures through final COB and error budget estimation. Intermediate steps include characterization and
subtraction of astrophysical foreground components. The data processing (upper family of boxes) is discussed in this
Section, the foreground compensation that leads to the COB estimate (lower family of boxes) is discussed in Section
4, and our development of the overall the error budget is discussed in Section 5.

et al. (2019) that identifies galaxies in Gaia DR2 in order
to prevent masking galaxies that contribute to the COB
signal. We use this second catalog to remove sources
identified as possible galaxies from the masking process
by matching potential galaxies in both catalogs using
their DR2 identifiers and excluding them from the star
mask. We explore the uncertainty from this catalog’s
purity in Section 5.

3.1.2. Static and Manual Masking

Next, we mask out of every exposure those pixels that
are obviously problematic to future processing steps.
This static mask includes the outermost five pixel “rind”
of each exposure. At this stage we also mask solar sys-
tem objects, such as planets, via their coordinates at
the time of observation and expected intensity. This
typically removes pixels near the center of the frame,
as many of our science observations targeted solar sys-
tem objects of various types (see Table 2). Finally, we

manually mask two resolved foreground galaxies in field
PE2. Although galaxies source the COB, the local and
bright galaxies that appear resolved in a LORRI expo-
sure do not contribute to the di↵use background of such
an exposure and would bias our measurement.

3.1.3. Optical Ghost Masking

LORRI has known optical ghosting caused by direct
illumination of the camera lenses by sources that are
up to 0�.37 from the center of the FOV (Cheng et al.
2008, 2010). Using the Gaia DR2 catalog, we were able
to identify potential bright stars in this region as the
source of each ghost. Successive LORRI exposures often
display slight pointing shifts that allow us to track the
location of candidate stars and ghosts over time. This
allowed us to develop a geometric model relating the
location of a star and the ghost it causes, illustrated in
Figure 7. Details about the model construction can be
found in Symons (2022).
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Figure 1: Left: A comparison of mean sky level per observation sequence for fields PC1 – PC4. Each sequence is
shown as a separate line. No drop-o↵ in mean sky level is detected for any sequence in these fields. Right: The same
comparison for fields KC1 – KC4 (purple), fields PE1 – PE4 (orange), and fields AE1 – AE7 (green). Here, a noticeable
decay in the absolute brightness of the image is seen up to 150 seconds (dashed line) of data per sequence. We choose
to exclude data taken before 150 seconds of observing time has elapsed. This also e↵ectively excludes the population
of data clustered around 0.13 DN s�1, which is anomalous compared to the rest of the set.

Figure 2: Left: Galactic coordinates of science fields color-coded by total integration time per field. Right: Heliocentric
distance of each science field. The height of each bar indicates the total integration time per field.

ical foregrounds discussed in Section 4, is illustrated in
Figure 4.

3.1. Masking

The first pipeline task is to perform various types of
masking wherein a map of pixels designated for exclu-
sion from the analysis is developed. The most promi-
nent foreground component of any exposure is resolved
stars, which are masked via catalog reference. The mask
that removes optical ghosting due to bright sources just
o↵-field is then calculated. Masking of charge-transfer
artifacts caused by detector readout of over-saturated
stars is then applied. Next, manual masking of detector
defects and resolved or solar system sources is applied.

Lastly, other hot pixels that remain unmasked by the
previous procedures are masked using clip masking. An
example exposure before and after all masks are applied
is demonstrated in Figure 5.

3.1.1. Star Masking

To accurately subtract the contribution from bright
stars, �I⇤� in Eq.1, we have developed a procedure for
masking bright sources using the Gaia Data Release 2
(DR2) catalog (Gaia Collaboration et al. 2016, 2018).
From Gaia DR2, we return all sources that fall within a
given exposure based on astrometric registration. We
calculate the color correction between the two band-

LORRI readout electronics amplifier bias (jail bar)

Since 2018 or so, EBL with New Horizons/LORRI instrument
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the lower limit to the COB intensity. A second approach is inferential. The existence of the COB implies that very
high energy (VHE) ω-rays cannot freely traverse the Universe. Their observed extinction as a function of cosmological
distance to their source AGNs provides an estimate of the COB intensity. The final third approach is that attempted
here: direct observation of the COB intensity. This requires care to isolate and correct for irrelevant foreground
intensity sources, but also allows for the discovery of previously unknown intensity sources.

Figure 14. The present result is compared to previous COB measures over the wavelengths spanned by the LORRI passband.
Direct COB intensity measurements are shown as points with error bars. The NH21 and NH22 intensities are slightly o!set to
the blue for clarity. The Zemcov et al. (2017) intensity-limit (o!set to the red for clarity) and the Mattila et al. (2017) 0.52 µm
limit are shown as 2-ω upper limits. The NH22 intensity is shown twice. The upper point is the intensity as published in NH22.
The lower point is the NH22 intensity revised to correct the DGL subtraction error noted in §4. IGL estimates are shown as
lines with 1-ω bounds. COB intensities inferred from VHE ε-rays are shown as shaded bands.

At the outset of this work we posed the question: Is the COB intensity as expected from our census of faint galaxies,
or does the Universe comprise additional sources of light not yet recognized? With our present result, it appears
that these diverse approaches are converging to a common answer. Galaxies are the greatly dominant and perhaps
even complete source of the COB. There does remain some room for interesting qualifications and adjustments to this
picture, but in broad outline it is the simplest explanation for what we see.
Figure 14 shows our present result in the context of COB measurements from all three methods. We presented a

previous version of this figure in NH22, but we revisit it here in light of our revised estimate of the COB intensity and
the greatly reduced allowance for an anomalous COB component. As we noted in NH22, there is excellent agreement
on the IGL level over the ensemble of estimates. Driver et al. (2016), Saldana-Lopez et al. (2021), and our own

Leaves a very small contribution above IGL and EBL inferred from TeV absorption spectra.

Symons et al. 2023

Since 2018 or so, EBL with New Horizons/LORRI instrument

Postman et al. 2024 (Lauer et al. 2021, 2022)

Is there an isotropic zodi component at 
1 AU? - answer seems yes 
   (from CIBER NBS; Sano  et al.)

Is there an isotropic zodi-like component at 
50 AU? - likely not according to latest New 
Horizons/LORRI team analysis  (Postman 
et al. 24):
2.99  2.03 nW m-2 sr-1 excess (~1.5 )± σ
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Astronomical 6U CubeSat mission VERTECS

<Mission Overview>

Presenter: Kei Sano (Kyushu Institute of Technology)      e-mail: sano.kei288@mail.kyutech.jp
VERTECS collaboration (Kyushu Institute of Technology, Japan Aerospace Exploration Agency, Kwansei Gakuin University, 
Tokyo City University, Natural Sciences’ Astrobiology Center, Tokyo Institute of Technology, Kanazawa University,   
University of Fukui, Meisei University, SEIREN Co., Ltd., Cosina Co., Ltd.)

<Framework of VERTECS>

<System Overview>

VERTECS is funded by JAXA-SMASH (JAXA-Small Satellite Rush) program.
The program started from December 2022 and requires satellite development in 2 years.
JAXA-SMASH Program is a research and development program that encourages universities, 
private companies and JAXA to collaborate to realize small satellite missions utilizing commercial 
small launch opportunities, and to diversify transportation services in Japan. 

Extragalactic Background Light: EBL
- Accumulated radiation of entire celestial sources from 

early universe to present epoch

The EBL observation is crucial to reveal star formation history of
the universe.

Parameter Value
Mission Payload - Optics

D = 35 mm, FoV = 4.2 deg×4.2 deg
- Detector (SONY IMX533)

Low-noise detector, 3k × 3k format
Pointing Stability 10”(1σ) / 1 min (TBC)
Communication 1 kbps (Up)/32 kbps (Down) S-band

5 Mbps X-band (Mission data Down)
Orbit 500 km Solar Synchronous Orbit (TBC)
Launch 2025 (TBC)

- VERTECS is expected to establish a versatile system served for various astronomical observations.

Near-infrared EBL brightness is reportedly several times brighter 
than integrated light of known galaxies.
→ Presence of unknown extragalactic sources, such as 
Intrahalo Light or First Stars

VERTECS mission
- Spectral observation in visible wavelength 0.4μm-0.8μm 
to reveal origin of the EBL

EBL sensitivity is determined by [Telescope aperture] × [Field of View].
→ Small wide-field telescope for CubeSat can detect the EBL.

Main bus (OBC, EPS)
- Based on CubeSat heritage at Kyutech (BIRDS, KITSUNE, etc.)
AOCS
- 1U unit developed through technological front-loading at JAXA

Fig. 1: Conceptual view of EBL

Fig. 2: Previous EBL measurements and observation range of VERTECS

Fig. 3: System block diagram

Table: Major system specifications
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EBL provides an anchor that all 
theories of galaxy formation and 
evolution must satisfy. 

EBL can distinguish between different models 
of galaxy formation and evolution

Why measure EBL?

I. Improve our models of galaxy 
evolution model



II. EBL provides an independent probe of star-formation 
history of the Universe

10 Pozzetti & Madau

Figure 6. Evolution of the luminosity density at rest-frame wavelengths of
0.15 (dotted line), 0.28 (solid line), 0.44 (short-dashed line), 1.0 (long-dashed
line), and 2.2 (dot-dashed line) µm from Madau, Pozzetti & Dickinson (1998).
The data points with error bars are taken from Lilly et al. (1996) (filled dots
at 0.28, 0.44, and 1.0 µm), Connolly et al. (1997) (empty squares at 0.28 and
0.44 µm), Madau et al. (1996, 1998) (filled squares at 0.15 µm), Ellis et al.
(1996) (empty triangles at 0.44 µm), and Gardner et al. (1997) (empty dot
at 2.2 µm). The inset in the upper-right corner of the plot shows the SFR
density (M! yr−1 Mpc−3) versus redshift. Left panel: model (A). Right panel:
model (B) (see text for details).

Figure 7. Optical EBL produced by model (A) (left panel) and model
(B) (right panel) as a function of wavelength (solid lines) in different redshift
range: z < 1 (dotted lines) 1 < z < 2 (short-dashed lines) and z > 2 (long-
dashed lines).

Madau et al.
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Figure 6. Evolution of the luminosity density at rest-frame wavelengths of
0.15 (dotted line), 0.28 (solid line), 0.44 (short-dashed line), 1.0 (long-dashed
line), and 2.2 (dot-dashed line) µm from Madau, Pozzetti & Dickinson (1998).
The data points with error bars are taken from Lilly et al. (1996) (filled dots
at 0.28, 0.44, and 1.0 µm), Connolly et al. (1997) (empty squares at 0.28 and
0.44 µm), Madau et al. (1996, 1998) (filled squares at 0.15 µm), Ellis et al.
(1996) (empty triangles at 0.44 µm), and Gardner et al. (1997) (empty dot
at 2.2 µm). The inset in the upper-right corner of the plot shows the SFR
density (M! yr−1 Mpc−3) versus redshift. Left panel: model (A). Right panel:
model (B) (see text for details).

Figure 7. Optical EBL produced by model (A) (left panel) and model
(B) (right panel) as a function of wavelength (solid lines) in different redshift
range: z < 1 (dotted lines) 1 < z < 2 (short-dashed lines) and z > 2 (long-
dashed lines).

What is the fraction of EBL as a function of the 
redshift when combined with deep galaxy surveys?  

z = 0.0
z = 0.2
z = 0.5
z = 1.0
z = 1.5
z = 2.0
z = 3.0
z = 4.0
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Why measure EBL?



Too much star-formation or not enough stellar mass density - Star-formation history is 
inconsistent with stellar mass density at all redshifts.

Hopkins & Beacom 2006

Hopkins & Beacom 2006

Why measure EBL?

III. EBL could untangle the missing stellar mass problem

– 19 –

Fig. 4.— The SFH at 0 < z < 8. Top panel: the red points with 1σ errors and the blue solid

line are the observed SFR data and the best-fitting SFH given in MD14, respectively. The
green solid line and gray region are our best-fitting SFH from observed SMD data and the

95% confidence region obtained with MCMC method. The form of SFH using for MCMC
fitting is given by MD14. Bottom panel: the ratio between our best-fitting SFH derived
from observed SMD data and the best-fitting SFH in MD14.

Yu & Wang 2016

Solutions: IMF of stars top heavy (Chabrier or heavier), metallicity, mass loss from galaxies (~50%), tidally  
stripped stars (IHL) etc. also Driver et al. 2018 from GAMA 



• The predicted  z > 8 background intensity ~ 0.1 to 0.8 nW/m2/sr between 1 to 3 microns. 
• Could we search for this signal? SPHEREx will attempt.
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IV. EBL as a probe of reionization
Detect the collective emission from faint galaxies/quasars etc responsible for 
realization.



Instead of the absolute total IRB intensity, measure anisotropies or 
fluctuations of the intensity (just like in CMB).  
IRB anisotropies probe substantially below 0.1 nW/m2/sr  intensity.   
   (Cooray, Bock, Keating, Lange & Matsumoto 2004, ApJ)

Missing emission components 
Study EBL anisotropies.

IR Background Fluctuations Measurements



An	Introduction	to	Fluctuations
• What	is	the	large	scale	

structure	of	the	universe?	
• To	find	out,	we	could	

identify	individual	sources	
of	emission.

Artist’s	Conception	
	



• What	is	the	large	scale	
structure	of	the	universe?	

• To	find	out,	we	could	
identify	individual	sources	
of	emission.	

• Alternatively,	we	could	
sum	all	the	emission	in	
large	areas	and	measure	
fluctuations.	

• This	is	called	“Intensity	
Mapping”.Artist’s	Conception	

	

An	Introduction	to	Fluctuations



GOODS 
CDF-S

COSMOS

What do we do? 
Measure statistics of “empty” pixels. 

If unresolved faint galaxies are hidden in 
noise, then there is a clustering excess 
above noise  

Challenges: > 10 million of pixels  (higher 
complexity than analyzing CMB data.) 

We also mask > 50% of pixels (GOODS we 
masked 70% of pixels).  

Techniques to handle mask - borrowed from 
CMB analyses.  

IR Background Fluctuations Measurements



Foregrounds — Zodiacal Light

» Sunlight scattered off dust in the solar system.
» Intensity at some point in the sky is a function of time, 

so observing same area at different times give different 
overall offset.

» Effectively a fictitious anisotropy.
Mitchell-Wynne et al. 2015  
Nature Communications



Self-Calibration vs. Default Calibration

Use multiple pointings of the same sky 
area with different pixels to simultaneously 
solve for sky brightness and detector 
properties (non-constant gain and offset 
parameters) via Self-Calibration algorithm

 (Fixsen, Moseley & Arendt, 2000, ApJS)

Must have sufficient pixel 
overlap for Self-Cal to work! 

Self-calibrate data to remove background offsets



Spitzer Background Fluctuations in SDWFS

Standard Spitzer software, MOPEX Our self-calibrated mosaic

Self-calibrated mosaics are aimed at preserving the background, unlike MOPEX and HST multi-
drizzle for WFC3.   Based on works by Fixsen et al. 1998 & Arendt et al. 2010 
(Our internal code is cross-checked against Rick Arendt’s routines). 

Cooray et al. 2012, Nature, 490, 514
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Spitzer fluctuations are real! Not an instrumental systematic nor zodiacal light.     
Its extragalactic, repeatable, time-independent. 

,

Figure S 11: The angular power spectrum of near-IR anisotropies. The angular power spectrum
of near-IR anisotropies measured with SDWFS at 3.6 and 4.5 µm. The 1 σ error bars include all
uncertainties we have discussed in the Supplement and the measurements are beam corrected.
We also compare our measurements to existing results12 where we find a general agreement on
clustering. The large-" difference between the two datasets reflect the depth of the point source
identification and removal in the mask.
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Kashlinsky et al.
SEDS data are
deeper than SDWFS
(so more point
sources are masked)

1 Degree 30 arcsec

Spitzer Background Fluctuations in SDWFS
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Figure S 3: The cross power spectra of the sum of multi-epoch maps. The cross-correlation
power spectra of different epoch summed maps with 3.6 µm (top) and 4.5 µm (bottom) shown
separately. The average of the summed maps are taken to be the power spectrum. The notation
(a+b)× (c+d) indicates a cross correlation between the average of the a+b and the c+d epochs.

should not be the dominant systematic effect in the present analysis. The cross-correlations using
sum maps of epochs 1 to 4 are shown in Fig. S3.
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power spectra of different epoch summed maps with 3.6 µm (top) and 4.5 µm (bottom) shown
separately. The average of the summed maps are taken to be the power spectrum. The notation
(a+b)× (c+d) indicates a cross correlation between the average of the a+b and the c+d epochs.

should not be the dominant systematic effect in the present analysis. The cross-correlations using
sum maps of epochs 1 to 4 are shown in Fig. S3.
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Figure S 4: The cross power spectra of the difference of multi-epoch maps. The cross-
correlation power spectra of the difference of multi-epoch maps between epochs 1 to 4 with 3.6
µm (top) and 4.5 µm (bottom) shown separately. The cross-correlations are consistent with zero
and the variance between the different cross-correlations provide one part of the final error budget
associated with the power spectrum measurement.
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Figure S 4: The cross power spectra of the difference of multi-epoch maps. The cross-
correlation power spectra of the difference of multi-epoch maps between epochs 1 to 4 with 3.6
µm (top) and 4.5 µm (bottom) shown separately. The cross-correlations are consistent with zero
and the variance between the different cross-correlations provide one part of the final error budget
associated with the power spectrum measurement.
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Spitzer Background Fluctuations in SDWFS
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Measured shot-noise 
agrees with prediction 
for faint galaxies 
below the detection 
threshold 
(Helgason et al. 2012)

faint low-z  
galaxies

high-z galaxies

Argues against a new source  population to explain the observations 

Spitzer Background Fluctuations

Cooray et al. 2012,  
Nature, 490, 514
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   Intra-halo light in galaxy-scale dark matter halos

z ~ 1 to 5 IHL fraction from  
IR fluctuations

(z=0 IHL and ICL  
predictions)

 
Intra-halo light

 
Intra-cluster light 

Intrahalo light:
stars outside of the galactic
disks and in the outskirts
of dark matter halos
due to tidal stripping
and galaxy mergers.

Simulation/theory predictions:
Purcell et al.  2007
Watson et al. 2012

Cooray et al. 2012,  
Nature, 490, 514
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Relating	Galaxies	to	Dark	Matter
Dark	Matter	from	Numerical	Simulation	(z	=	2) Dark	Matter	Clumps	Color-Coded	by	Mass

280	million	light	years

Cooray &
Sheth 2002

Large	scales:		 Light	traces	dark	matter			-------------------->		 Integrated	luminosity
Med	scales:				 Non-linear	clustering			------------------------>	 Galaxy	formation	within	a	halo
Small	scales:			 Poisson	fluctuations			------------------------->	 Galaxy	luminosity	function



Intra-halo	 light	 (IHL):	
s tars	 which	 have	
been	 tidally	 stripped	
from	 their	 parent	
galaxies	during	galaxy	
mergers	 and	 go	 onto	
form	 an	 extended	
diffuse	 sea	of	 stars	 in	
dark	matter	halos.

   Intra-halo light



Is IHL Real? extended light profiles of galaxies
Borla↵ et al.: The missing light of the Hubble Ultra Deep Field
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Fig. 20: Comparison of the surface brightness profiles of the elliptical galaxy HUDF-5 (↵ = 53.15545, � = �27.79150, Buitrago
et al. 2017) for the F105W (top left), F125W (top right), F140W (bottom left) and F160W filters (bottom right), using our own
reduction of the HUDF WFC3 mosaics (ABYSS, black dots), the HUDF12 (Koekemoer et al. 2012, blue squares) and the XDF
(Illingworth et al. 2013, red triangles). The top plot of each panel shows the surface brightness profile for each reduction. Black
solid, blue dashed and red dotted lines represent the elliptic aperture with largest semi-major axis that presents a signal-to-noise
ratio higher than 3 over the sky-level. The bottom plot represents the di↵erence in magnitude of each previous reduction with the
ABYSS version of the mosaics as a function of galactocentric radius. Consult the legend on the figure.
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Illingworth+ 13
analysis
(XDF)

Koekemoer+ 12
(HUDF)

ABYSS
Borlaff et al.

• If IHL should see extended light profiles - more in early-type galaxies (likely merger products) than 
late types (evidences starting to show up slowly)

• There should be clear color differences, not demonstrated yet.
• When does the galactic disk end? when does IHL start? no clear definitions of IHL/ICL yet.

8 Tal & van Dokkum

Figure 9. A comparison between the light profiles of our LRG r-
band stack and the ICL profile from Zibetti et al. (2005). The ICL
profile departs from a single parameter Sérsic model at 50 kpc, or
double the departure radius of 100 kpc that is observed in the LRG
stack. This suggests a more significant population of intergalactic
stars in massive clusters than in groups.

describes the inner stellar body. Alternatively, this ex-
cess light may simply be the residual background in the
images, reflecting unresolved light from the group envi-
ronment in which LRGs typically reside.
Excess light was also observed by Z05, who studied

the ICL around brightest cluster galaxies from a stack of
683 SDSS images. Such galaxies typically live in dense
halos with total mass of 1014 to 1015M! and are inher-
ently different from LRGs whose group halos are a few
times 1013M! in mass. Z05 found that in clusters, this
“extra light” constitutes only a small fraction of the to-
tal cluster profile, accounting for less than 11% of the
light inside of 500 kpc. Nevertheless, the ICL profile de-
parts from a single parameter Sérsic model already at
r ∼ 50kpc, compared to the departure radius of 100 kpc
that is observed in our LRG stacks (figure 9). This sug-
gests that the massive clusters studied by Z05 may more
readily support a population of intergalactic stars than
the groups in which LRGs reside. In their paper Z05
correct their light profiles for unresolved cluster sources
using the luminosity function given by Mobasher et al.
(2003). We note that the PSF, which is not deconvolved
from the ICL+BCG profiles presented in Z05 may scat-
ter light at all radii and increase the errors of the Sérsic
model fit.
Unlike the outer parts of LRGs, the centers of these

galaxies are not well resolved in our stacks. Studies uti-
lizing high resolution HST images showed that the pro-
file at the inner parts of nearby ellipticals often departs
from the Sérsic model that traces their outskirts. More
specifically, the most massive ellipticals exhibit flattened
central light profiles (e.g., Lauer 1985; Kormendy et al.
1994; Lauer et al. 1995; Faber et al. 1997). Recently,
Kormendy et al. (2009) used a compilation of HST and

Figure 10. The radial stellar light fraction of the r-band stack
in four radius bins of 20,100,200 and 300 kpc. Note that a non-
negligible fraction of the light is detected in the extreme outskirts
of the stack.

ground based data to show that although well fitted by a
Sérsic model out to large radii, the most massive Virgo el-
lipticals exhibit 1 kpc scale cores. In our stacks we cannot
resolve such physical scales as 1 pixel in the SDSS data is
equivalent to 1.9 kpc at the stack mean redshift of 0.34.
We are nevertheless able to confirm the excellent fit of
massive elliptical galaxy profiles to a single Sérsic profile
out to a few effective radii that Kormendy et al. (2009)
found for individual Virgo galaxies (reaching ∆µλ ≥ 0.2
mag arcsec2 at rλ ≥ 100 kpc).

4.2. How much light is missed?

The deep stacks allow us to test how much light is
missed in typical studies of the profiles of individual
LRGs and derive a correction factor that can be applied
in such cases. To do so we first selected all the LRGs in a
single magnitude bin, 18.0≤mr<18.2, and used GALFIT
to produce a Sérsic model to each object individually. We
then excluded all fits with errors of more than 10% in ei-
ther the n parameter or the effective radius, resulting in
a mean effective radius value of 11.7 kpc. The difference
between this value and the one derived by GALFIT for
the stacked image (re =13.1 kpc) is then ∼10%. This
implies that surveys may underestimate the size of mas-
sive red galaxies by this amount. The total flux in the
stack, however, accounts for ∼20% more than the mean
value for the individually derived profiles, suggesting that
a non-negligible amount of light is typically missed and
that the total stellar mass is underestimated.

4.3. Minor mergers and the LRG color profile

It has long been known that the color profiles of
nearby massive ellipticals exhibit a relatively smooth gra-
dient toward bluer colors from the galaxy centers out-
ward. Line index measurements (e.g., Carollo et al. 1993;
Davies et al. 1993; Spolaor et al. 2010) and studies of
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ground based data to show that although well fitted by a
Sérsic model out to large radii, the most massive Virgo el-
lipticals exhibit 1 kpc scale cores. In our stacks we cannot
resolve such physical scales as 1 pixel in the SDSS data is
equivalent to 1.9 kpc at the stack mean redshift of 0.34.
We are nevertheless able to confirm the excellent fit of
massive elliptical galaxy profiles to a single Sérsic profile
out to a few effective radii that Kormendy et al. (2009)
found for individual Virgo galaxies (reaching ∆µλ ≥ 0.2
mag arcsec2 at rλ ≥ 100 kpc).

4.2. How much light is missed?

The deep stacks allow us to test how much light is
missed in typical studies of the profiles of individual
LRGs and derive a correction factor that can be applied
in such cases. To do so we first selected all the LRGs in a
single magnitude bin, 18.0≤mr<18.2, and used GALFIT
to produce a Sérsic model to each object individually. We
then excluded all fits with errors of more than 10% in ei-
ther the n parameter or the effective radius, resulting in
a mean effective radius value of 11.7 kpc. The difference
between this value and the one derived by GALFIT for
the stacked image (re =13.1 kpc) is then ∼10%. This
implies that surveys may underestimate the size of mas-
sive red galaxies by this amount. The total flux in the
stack, however, accounts for ∼20% more than the mean
value for the individually derived profiles, suggesting that
a non-negligible amount of light is typically missed and
that the total stellar mass is underestimated.

4.3. Minor mergers and the LRG color profile

It has long been known that the color profiles of
nearby massive ellipticals exhibit a relatively smooth gra-
dient toward bluer colors from the galaxy centers out-
ward. Line index measurements (e.g., Carollo et al. 1993;
Davies et al. 1993; Spolaor et al. 2010) and studies of

The missing light of the HUDF  (Borlaff et al. 2019)400k galaxies SDSS stack (Tal & van Dokkum 12)



Is IHL Real? extended light profiles of galaxies

• If IHL should see extended light profiles - more in early-type galaxies (likely merger products) than 
late types (evidences starting to show up slowly)

• There should be clear color differences, not demonstrated yet.
• When does the galactic disk end? when does IHL start? no clear definitions of IHL/ICL yet.

CIBER-detected galaxy stacks (Cheng et al. 2022)
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where Lgal is the total light in the galaxy profile term from our
stacking results, which describes the averaged light of the
galaxies within each stacking sample. Neff accounts for the fact
that there are multiple bright galaxies in the halo, and we infer
the average Neff value from MICECAT. For our five stacking
sub-samples, we get Neff∼ 2–5. From our fitted galaxy profile,
we can also calculate Lgal (> rcut), and we apply the same Neff

to model the extension from other bright galaxies:
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We show our constraints on fIHL as a function of halo mass
and redshift in Figures 15 and 16, respectively. The halo

masses associated with our galaxies are inferred from the
MICECAT simulation and using the SDSS photometric
redshifts. The CIBER data points shown in Figures 15 and
16 are summarized in the Appendix.
Note that the fraction of light beyond rcut (the numerator in

Equation (27)) is shown in Figure 13, where the higher redshift
bins have slightly higher values. However, in Figure 16, they have
lower fIHL. This is due to the increase of the one-halo term with
redshift. We show the ratio of the one-halo term and the stacked
galaxy light in Figure 17. Note that this observable quantity tracks
the evolution of the one-halo luminosity but lacks the Neff term in
Equation (27) derived from simulations. We compare with the
same quantity from the MICECAT simulation, where the one-halo
term includes all the unmasked faint galaxies and residual bright
source emission outside the mask due to the PSF. We detect a
strong redshift evolution of one-halo contribution compared with
the MICECAT simulation, which could be attributed to the
unbound stars that are not included in MICECAT.
We compare our results with fIHL from previous work,

including the Milky Way (Carollo et al. 2010), the Andromeda
galaxy (M31; Courteau et al. 2011), the ICL fraction in individual
galaxy groups and clusters (Gonzalez et al. 2005, 2007; Burke
et al. 2015), and an analytical model (Purcell et al. 2007, 2008).
Our results follow a more gradual redshift evolution trend than
reported in massive clusters (Burke et al. 2015; see Figure 16).

Figure 15. IHL fraction fIHL as a function of halo mass. The IHL is defined by the light beyond a radius rcut around the galaxy. Here we consider three different rcut
values: 10 kpc (left) and 20 kpc (right). Blue and red data points show the constraints from this work in the 1.1 μm and 1.8 μm bands, respectively. Dark and light
green shaded regions denote the 68% and 95% variations among galaxies from an analytical model at z = 0 (Purcell et al. 2007, 2008). The ICL fraction in individual
galaxy groups and clusters from Gonzalez et al. (2005, 2007) and Burke et al. (2015) are shown in black and gray data points. The two downward arrows give upper
limits for the Milky Way (Carollo et al. 2010) and Andromeda (M31) (Courteau et al. 2011).

Figure 16. fIHL constraints as in Figure 15, but plotted as a function of redshift. The masses of the Burke et al. (2015) clusters are 100–1000× the halo masses
associated with our galaxies.

21 Our one-halo model also includes the outskirts of bright sources beyond the
mask, but we checked that this component is negligible compared to the faint
sources using the MICECAT simulation.
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CIBER-detected galaxy stacks (Cheng et al. 2022)



CIBER Fluctuations
Zemcov et al. 2014, Science, 490, 514

Uses the two imaging cameras 
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 CIBER Fluctuation Results

Auto

AutoCross

Cross

• CIBER power spectra follow 
galaxies to scales of a few arcmin, 
and then strongly deviate. 

• Behavior is well matched by 
Spitzer data at longer wavelengths.

Zemcov et al. 2014, CIBER results, Science



Spitzer	
Kashlinsky	et	al.	2005	
Cooray	et	al.	2012

12	x	6	
arcmin

CIBER	
Zemcov	et	al.	2014

Near-Infrared	Clustering	Fluctuations	
IHL	(at	redshift	0-2)	or	EOR	(at	redshift	6-8)?

1	degree

Amplitude	of	clustering	power	spectrum

Inferred	Extragalactic	Background
Zemcov	et	al.	2014



CIBER-2  (2 flights 2022-2024)

• NASA-APRA funded 

• Hardware integrated at Caltech 

• Two launches completed; papers now in preparation 
Mike Zemcov and CIBER Collaboration 
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(N-body and hydrodynamical runs) as well as idealized models to quantify the statistical presence of these 
planes once projection effects and limited number of tracers are taken into account. 

3.2.2 Science Case B: Measuring the statistics and shapes of the stellar streams. 

ΛCDM predicts that galactic halos should contain a wide variety of stellar structures: satellites, stellar 
streams, debris flow, and fully phase mixed structures (see, e.g., Helmi, 2020, for a review). Streams are 
elongated stellar structures, with or without a progenitor present, that are currently being disrupted due 
to the gradient of the gravitational potential. These structures can be the remnants of disrupted accreted 
satellites, which are large and contain multiple stellar populations, or those of globular clusters (GC), which 
are thin and cold. 
 
The detection and characterization of these faint tidal remnants – including measurements of their 
abundance, width, and shapes/morphology – probe the recent merger activity, abundance of substructure, 
shape of the potential, the interaction of the streams with dark substructure (Johnston et al., 1999; 
Sanderson et al., 2015; Bovy et al., 2016), and even the nature of dark matter, as WDM models predict 
fewer such structures than CDM models (Viel et al., 2013). At present, leading theoretical models (e.g., the 
FIRE simulations) develop a population of stellar streams that are at odds with those observed in the MW 
(see, e.g., Li et al., 2021; Panithanpaisal et al., 2021). The question that arises is then: are the discrepancies 
between observed streams and ΛCDM models the result of incompleteness in observing the faint end of the 
luminosity function due to their very low (>28 mag / arcsec2) or a real tension in the CDM model? 

 
Although observational examples of the abundance and variety of accreted substructure (Fig. 2) have been 
discovered around external galaxies (e.g. Cen A: Crnojević et al. 2016, the Stellar Stream Legacy Survey: 
Martínez-Delgado et al. 2010, 2012, 2015), very-deep ground-based imaging, limited by the atmosphere 
airglow brightness, have only allowed the detection of the brightest streams (if any) in a handful of galaxy 
halos after 15 years of observations. The vast majority of large-scale tidal structures predicted in the 
simulations are fainter, with typical SB > 29 mag/arcsec2 (Figure 3). A large, unbiased sample of tidal 
structures observed down to SB =31.0 mag/arcsec2 is essential to make robust statistical inferences that 

 
Figure 2: Luminance filter images of nearby galaxies from the Stellar Tidal Stream Survey showing large, diffuse light structures in their 
outskirts (Martínez-Delgado et al., 2010, 2012, 2015) 

 ESA F-MISSION Date : 2022/02/14 
Page 14 de 53 

 
 

  

sweeps the interstellar material. Highly sensitive observations at the arc-second scale will reveal a 
significant number of bow shock features. This information is of paramount importance to understand the 
dynamics of massive stars in clusters. Tracking the history of present runaways which were previously part 
of binary systems whose companion underwent its supernova explosion will greatly benefit of even a few 
ARRAKIHS observations of the MW disk.  
 
Backsplash galaxies. Dwarf galaxies that have reached distances to the main galaxy larger than the virial 
radius after their first pericenter (i.e., “backsplash galaxies”), have often been observed in simulations 
(Santos-Santos et al. 2022). The existence of these galaxies is a consequence of the accretion of groups of 
dwarf galaxies, where some of them lose orbital energy meanwhile others gain it. The wide field-of-view of 
our sample, reaching distances larger than the virial radius of the main galaxy, will allow to obtain a census 
of backsplash dwarf satellites thus contributing to understand the assembly processes in the Universe. 

3.4 Sample selection  

The ARRAKIHS galaxy sample consists of all 115 MW-type galaxies from the Satellites Around Galactic Analogs (SAGA) 
survey between 25Mpc and 40Mpc (Geha et al. 2017; Mao et al. 2021; Figure 4).  

Figure 4: Sky distribution of 205 MW analog systems identified in the SAGA Survey volume (circles and squares). There are 115 SAGA 
systems considered for targeting that have complete imaging over at least 99% of the projected virial radius in SDSS (yellow), LS 
DR6+7 (green), and/or DES DR1 (blue). The solid black line indicates the Galactic plane (Mao et al. 2021).  

Beyond 20 Mpc, dwarf galaxies are increasingly difficult to distinguish from the far more numerous 
background galaxy population using photometry alone. Actual confirmation of satellite galaxies does 
require extensive spectroscopic follow-up (e.g., Zaritsky et al. 1997). The SAGA survey will spectroscopically 
identify satellite galaxies brighter than Mr = −12.3 around this volume-limited and mass-limited sample of 
115 MW analogs.  However, only the brightest satellites can be identified from their observations, leaving 
most of the host’s satellites well below the detection limits.  

ARRAKIHS will extend the SAGA survey to explore the dwarf satellite galaxy population of these MW-like 
analogs down to the same depth of the PAndAs survey (i.e., Mr = −6), currently feasible only for the Local 
Group. Statistical methods have already been used to differentiate the population of satellite galaxies 
either using magnitude-size diagrams (e.g., Xi et al. 2018) or color-magnitude and color-color diagrams 
(e.g., Geha et al. 2017). Foreground galaxies pose no major problem since they can be subtracted from the 
sample based on morphological discrimination, as the size of these foreground galaxies is large enough to 
be identified and classified morphologically. Contamination by background galaxies pose indeed the main 

 ESA F-MISSION Date : 2022/02/14 
Page 4 de 53 

 
 

  

2.         The ARRAKIHS mission is designed to minimize risk. All national agencies from the participating 
countries in the ARRAKIHS consortium have committed to provide the necessary funds to develop the 
payload in collaboration between research centers and industrial partners. Major hardware for the payload 
will be purchased from experienced industrial partners through fixed-price contracts, thus minimizing the 
risk of cost overrun. Several European platform providers have confirmed their commitment to meeting 
the payload requirements through minor adaptations of existing platforms already validated in space. 
Similarly, the required orbit is very common with no major mission-specific requirements that would delay 
launch. 
3.         The ARRAKIHS mission anticipates a short timescale until launch and the beginning of space 
operations. Our payload and platform providers have established space heritage for the specific camera 
and possible platforms to be used for this mission. The heritage hardware provides credibility that the 
Design Reviews can be carried out on an accelerated timescale and reduces the overall schedule risk 
associated with satellite manufacturing and integration. The main scientific goals can be achieved within 
the first two years of scientific operations. 
 
The table below summarizes the key characteristics of the ARRAKIHS mission.  
 

MAIN SCIENCE GOALS 
• Test the predictions of the Cold Dark Matter model with unprecedented ultra-low surface brightness observations of a magnitude-

limited and volume-limited sample of Milky Way-type galaxies in the local universe.  
• Determine the statistics and distribution of satellite galaxies down to Mv<-6 in the haloes of Milky Way-type galaxies 
• Determine the statistics and geometry of the stellar streams and diffuse extended light in these galaxy haloes 

SURVEY 
Sample Selection 115 MW-type galaxies from the SAGA survey between 25Mpc and 40Mpc 
 Targets Area Dithers / Target Total Integration time 
Main Sample 100 galaxy systems 160 deg2 900 150h 
Duration  2 years (nominal) - 3 years (goal) 

PAYLOAD 

Telescope 
Design 4x modified Maksutov-Cassegrain  

Aperture 150 mm 

Field-of-View 1.4 deg diameter 
Instrument Type Visible and Infrared Imager 
Weight  50-60 kg 
Filters HST-F475X Euclid VIS Euclid Y Euclid J 
Wavelengths 380 - 630 nm 550 – 900 nm 920 -1230 nm 1169 - 1590 nm 
Pixel scale 1.37 arcsec 2.3 arcsec 
Coadd resolution 0.8 arcsec 1.25 arcsec 
Detector 2x Teledyne e2v 4k x 4k CCD 2x Teledyne 2k x 2k H2RG  
Operating temp 150 K 140 K 
Sensitivity ∼ 31 mag/arcsec2 ∼ 30 mag/arcsec2 

SPACECRAFT 
Launcher Vega C dedicated or Rideshare 
Orbit Sun Synchronous Orbit LTAN 6AM/6PM from 600 to 1000 km 
Pointing  0.5 arcsec RMS over 10 minutes 
Cooling  Passive radiators and heat pipes 

Communications 
Bands S and X 

Downlink Rate 15 Mbps 

Daily data volume 11,1 GB 

AOCS & Propulsion Micro Propulsion Subsystem, Reaction Wheels, Gyro  
Payload Fine Guidance System 

Total Wet Mass < 300 kg 
SCHEDULE 

Mission Kick Off Mission Adoption Launch End of Observations 
2023 Q1 2025 Q2 2029 Q3 2032 Q1 
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thermoelastic deformation. The wet mass budget of the spacecraft is 300 kg considering an instrument 
mass of 50 kg and a platform of 220 kg, plus the 30 kg for the propellant.  
 

 
Figure 31: The platform solution from AIRBUS for the ARRAKIHS Mission 

A thermal solution including passive cooling with MLI, radiator foils, black coatings and active thermal 
control to maintain the desired optomechanical and detector target temperature is also proposed. The 
electrical architecture and power subsystem allows to reach the required power by the payload, with solar 
array preliminary sizing for worst case (EOL) results in an area of 1.1 m2 for each lateral solar panel, and 
1.5 m2 for the central panel. The design considers two extreme situations (assuming an extended angle 
with respect to the perpendicular to the orbit plane of ±60°):  
 

• Observation during equinoxes. Angle with respect to anti-Sun direction in range -50.5° (one half of 
the orbit) to +69.5° (the other half). 

• Observation on each solstice. Angle with respect to anti-Sun direction between these two values: 
-93° to +27.5° (or opposite signs). 

 
An AOCS and Propulsion system based on existing platforms is proposed.  

• Multi-head stellar trackers in hot redundancy 
• Medium performance gyroscope 
• A cluster of four reaction wheels 
• Three internally redounded magnetorquers (for wheels offloading) 
• Monopropellant propulsion (1N thrusters) 

In combination of the payload FGS at 1Hz and centroid accuracy better than 0.12 arcsec, the RPE of 0.5” 
RMS is achieved. 
The communication system would use X band for science data download plus a standard S-Band solution 
for TMTC communication. 
 

6.4.1.2 OHB Solution 

The Innosat platform is well suited to meet all the main 
ARRAKIHS platform requirements:  

✓ Sun Synchronous observations at LEO 600-1000 Km 
✓ ARRAKIHS payload module  
✓ a pointing stability of 0.5 arcsec RMS over 10-

minute nominal exposure 
✓ radiators for passive cooling of 4x detectors at 140-

150K 
Main modifications:  

• Payload accommodation, including concept for passive cooling 
• Implementation of single point failure tolerance expected to be required 

ESA F (fast) mission, selected in 2020; final 
adoption decision in 2025-2026; launch in 2029 
with M-class ARIEL (ride share for ARIEL)

IHL imager 
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Figure 27: Composite image of Euclid J(Red), Euclid Y (Green) and Euclid VIS + F475X (Blue) 

To apply the super resolution (SR) algorithms and probe that they can be applied in astronomical 
observations reaching an improvement in the spatial resolution by a factor of 2. We have computed the 
same 900 exposures simulations with a non-integer displacement between images. To do that we have 
sub-sampled the initial images in a 3x3 grid. Now we have repeated the same methodology as explained 
above, but for each iteration the entire image is displaced and binned to recover the original detector 
shape. The displacement is calculated from a random normal distribution with a standard deviation of 30”. 
We have computed these simulations for Euclid-VIS and Euclid-J filters to illustrate that we can reach a 
spatial resolution of 0.8” (Euclid-VIS) and 1.2” (Euclid-J) applying the SR algorithm: 

Figure 28: 1st column: single 10 minutes exposure of a cosmological background fields in Euclid-VIS (row 1) and Euclid J (row 2). 
2nd column: 150 hours exposure. 3rd column: 150h hours exposure applying SR algorithm. 
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Plan) and not the Multi-Drizzle mosaic made for point-source studies. The self-calibration, however, uses astrometry, accurate
to milliarcsecond level, that was corrected as part of the Multi-Driizling process. The left is the original data. Middle panel
shows the case with detected source masked iteratively with a sigma-clipping algorithm (same as Kashlinsky et al. 2012;
Arendt et al. 2010). Fluctuation power spectra (next figure) are made in such maps. The right panel is, for illustration here
only and not used for fluctuation measurements, the left panel map with a crude filter applied to remove detector noise. This
illustrates the presence of large scale correlation fluctuations. A comparison of left and right panels show that such
fluctuations are correlated with the bright galaxies, ie. the argument for IHL presented in Cooray et al. (2012).
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SPHEREx IN A NUTSHELL

2.0 m

photon shields 
(shown cutaway)

passive 
cooling 
system

20 cm 
wide-field 
telescope

LEO spacecraft (Ball)

Near-infrared detectors 
and LVF spectrometers
λ = 0.75 – 5 µm 
λ/Δλ = 35 – 130 

6.2″ pixels

Tscope < 80 K 
TFPU < 55 K

Launch around Feb-March 2025



SPHEREx

Surveying	Cosmic	History	with	EBL	fluctuations

• Traces	faint	light	associated	with	dark	matter	
– Emission	from	all	galaxies	
– Dwarf	galaxies	responsible	for	reionization	
– Diffuse	emission	from	stripped	stars	
– Dark	matter	decay	(?)	

• Complements	galaxy-by-galaxy	surveys	
•Method	used	on	CIBER,	Spitzer,	Herschel,	Planck

EBL	anisotropy	measures	light	emitted	by	everything	
that	gravitationally	clusters



SPHEREx
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How SPHEREx Determines z

• We extract the spectra of known sources using the full-
sky catalogs from PanSTARRS/DES. 

➡  Controls blending and confusion 

• We compare this spectra to a template library (robust 
for z < 1.5 sources). 

➡  For each galaxy:  redshift & type 

• The 1.6 μm bump is a well established universal 
photometric indicator, see Simpson & Eisenhardt 99. 

• We simulate this process using the COSMOS data set 
(similar to Euclid/WFIRST assessments; Stickley et al.)

Detected galaxies             > 1 billion 
Galaxies  Δz/1+z < 10 % > 450 million 
Galaxies  Δz/1+z < 0.3% > 10 million 
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How To Measure Non-Gaussianity

Non-Gaussianity appears on largest spatial scales – need a large volume survey

φ = φlinear + fNL φ2linear

fNL Affects the clumpiness of galaxies. 
Probes the non-gaussianity at early times.Quantified through the 

Power Spectrum via 2 
point correlation function

And the BiSpectrum via 
the 3 point correlation 
function

Current best 
CMB:  fNL < 10.8 (2σ) 

Cosmic Variance Limited

primordial potential = Gaussian random field + fNL x χ2-like field



SPHEREx

Science	to	Requirements:		Cosmology

• SPHEREx	accuracy	on	inflationary	non-Gaussianity	is	ΔfNL	<	0.5	(1σ)
	 -	Two	independent	tests	via	power	spectrum	and	bispectrum

 

1σ errors 
statistical 

(systematics) 

SPHEREx (MEV) 
Euclid 
PoS 

Planck 
& 

BOSS PoS BiS PoS+BiS 
SPHEREx fNL Req’t 1.15 0.55 0.5 N/A N/A 

fNL 0.89 
(0.53) 

0.35 
(0.22) 

0.32 
(0.21) 5.6 5.0 

Spectral Index ns 
(×10−3) 2.7 1.9 1.1 2.6 4.0 

Running αs (×10−3) 1.0 0.9 0.25 1.1 13 
Curvature Ωk 
(×10−4) 7.7 8.1 4.4 7.0 40 

Dark Energy figure of 
merit (bigger is better) 371   309 14 

SPHEREx improves non-Gaussianity accuracy by >10x 
Discriminates between models: Single-field inflation, fNL < 0.01 and Multi-field inflation, fNL > 1



EBL Fluctuation Measurements with SPHEREx

2	x	100	sq.	degree	regions	at	the	poles	which	are	~30x	
deeper	than	the	all-sky	survey.	
An	opportunity	for	unique	science

MIDEX 2016, Step 2 S P H E R E x Section M.5 
AO NNH16ZDA010O Data Management Plan 

M.5-57 
Use or disclosure of information contained on this sheet is subject to the restriction on the Restrictive Notice page of this proposal. 

always visible within the 91° Sun avoidance 
constraint. We displaced the southern field 
somewhat from the south ecliptic pole in order 
to avoid the large Magellanic cloud. Following 
Euclid, we choose a region offset by 8° with 
lower foreground contamination. Fig. M.5.8-1 
shows the selected regions in relation to the 
local dust column density. 

SPHEREx will benefit from ancillary data 
in the deep fields for a variety of applications, 
helping to estimate residual galaxy 
contributions to the background measure-
ments. Both the north and south fields overlap 
with the proposed Euclid deep fields, the 
deepest WISE regions, and the eROSITA deep 
fields. The northern field has deep Hyper 
Suprime-Cam Subaru survey data led by IfA 
Hawaii, and the southern field will most likely 
include LSST deep survey data. 
 
 

 
Figure M.5.8-1. SPHEREx deep regions superposed on the IRAS dust map of the Galaxy. The SPHEREx deep 
regions are located at the NEP and just offset from the SEP, coinciding with the smaller deep Euclid fields. 

SPHEREx Intensity Mapping  
Figure of Merit
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Formation. The all-sky spectral Legacy 
Survey comes naturally by satisfying the 
requirements for these three core science 
themes, and does not drive the design. 

SPHEREx obtains the spectrum of each 
source without moving optical components. 
Instead, the spacecraft points the telescope 
along the dispersion direction of six linear-
variable filters (LVFs) in a series of discrete 
slews and exposures. SPHEREx spectrally 
maps the sky with a high-throughput all-
aluminum telescope with a 20-cm effective 
diameter and a wide 3.5° ´ 11.3° field of view 
(FOV). Six 2048 x 2048 HgCdTe detector 
arrays use the available FOV efficiently 
through a single dichroic beam splitter. 

The payload has no moving parts except 
one-time deployments of the photon shields 
and telescope cover. Using passive cooling 
methods developed by JPL for Planck and 
Spitzer, the telescope is cooled to <80 K and 3 
of the detector arrays are cooled to <55 K. 

A demonstrated Ball Configurable 
Platform (BCP) spacecraft bus meets the 
SPHEREx requirements. The spacecraft 
provides 56% margin on pointing stability, 
33% margin on large slew times, and 50% 
margin on small slew times. The bus also has 
large margins on data storage and return. The 

most recent BCP spacecraft build is 
completely integrated and awaiting launch for 
the NASA Green Propellant Infusion Mission. 

SPHEREx data processing and science 
management leverages IPAC and JPL all-
sky survey expertise. SPHEREx uses the JPL 
Earth Sciences Mission Center, following 
experience with WISE for mission operations. 
IPAC processes the data in a centralized 
pipeline. We developed and simulated the main 
stages of the science pipeline end-to-end, from 
incident sky flux to the measurements of 
cosmological parameters. 

SPHEREx provides regular monthly 
public data releases in the form of calibrated 
spectral images, a simple and easily-managed 
data product provided to the community in a 
searchable archive. The first pipeline stages 
responsible for the release products are highly 
automated for rapid implementation, based on 
the flagging, astrometry, and calibration steps 
widely used in astronomical image processing. 
IPAC via IRSA archives the publically-
available data releases. 

The science team incorporates leading 
experts across the US in cosmology, ice 
spectra, and galaxy evolution. It has extensive 
space experience, including the US PI of the 
Herschel/SPIRE and Planck/HFI instruments, 
the PI of the SWAS SMEX mission, and the 
Spitzer Project Scientist.  The science team 
features emerging early- and mid-career 
scientists with subject expertise. 

D.3 Project Management 
The SPHEREx team is a partnership 
between the California Institute of 
Technology and the Jet Propulsion Labora-
tory, following the successful management 
structure of the NuSTAR and GALEX 
missions. This structure combines an agile 
university environment, ideal for developing 
the science and payload components, with the 
deep experience of a NASA center for project 
management, system engineering, and mission 
assurance. Caltech and JPL’s close geographic 
proximity and interlinked managerial 
relationship are ideal for a small and tightly-
woven MIDEX implementation team. 

 
Figure D.2-1. SPHEREx (cutaway view) surveys the 
entire sky using a 20-cm wide-field telescope, passively 
cooled in a Sun-synchronous low-Earth orbit. 



SPHEREx EBL  
Continuum Fluctuations 

SPHEREx Addresses NASA’s 3 Core Astrophysics Goals

PI: Professor James Bock  
Caltech - JPL 
http://spherex.caltech.edu 

NASA GOAL
Explore whether planets around other 
stars could harbor life

NASA GOAL
Explore the origin and evolution of 
galaxies

SPHEREx surveys water and 
organic molecules in interstellar 
ices through the early stages of 
star and planet formation.

SPHEREx traces the total light 
emitted over cosmic time from 
the first stars to modern galaxies.

Use or disclosure of information contained on this sheet is subject to the restriction on the Restrictive Notice page of this proposal

SPHEREx maps the large-scale 
3D distribution of galaxies to 
study the inflationary birth of 
the Universe.

NASA GOAL
Probe the origin and destiny of the 
Universe

SPHEREx achieves its science objectives with 4 all-sky 
surveys over 2 years. This first near-infrared full-sky spectral 
dataset yields a public legacy archive, supporting a rich variety 
of investigations, from Galactic and extragalactic science, to 
X-ray astronomy, to exoplanet characterization.

Galaxies
Exoplanet target stars 
Quasars
X-ray counterparts
Clusters
Stars with hot dust
Asteroids & comets

> 450 million
> 600 thousand
> 1 million
> 100,000
> 100,000
> 1,000
> 100,000

OBJECT NUMBER
SPECTRA PROVIDED TO THE COMMUNITY

From low Earth orbit, SPHEREx uses a single observing mode 
with no moving parts to measure the spectrum of every 6 

arcsecond pixel over the whole sky in 6 months.

First Near-Infrared All-Sky Spectral Survey for the 
Astronomy Community

SPHEREx reveals the exotic energy that propelled the Big Bang

SPHEREx measures the cosmic history of galactic light production

SPHEREx traces organic ices in the evolution of planetary systems

Inflation
10-32s

Cosmic microwave 
background
380,000 yr

Galaxies trace 
large-scale structure Present day

13.8 Gyr

Water & organic ices 
form in molecular clouds

0 Myr

Stars form with 
protoplanetary disks

1-5 Myr

First stars ignite
200 Myr

Reionization
600 Myr

Galaxies form
and evolve

Planets form from disks 
containing biogenic ices

5 Myr+

Deep field
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extragalactic background light, where we 
define Dℓ=	ℓ (ℓ+1)Cℓ/(2$). SPHEREx realizes 
this requirement by applying techniques from 
Spitzer, Hubble, AKARI, and CIBER to sky 
simulations based on current EBL 
measurements (Zemcov et al., 2014; Mitchell-
Wynne et al., 2015) and well-established 
galaxy catalogs. 

The power spectral sensitivity DDℓ1/2 is a 
function of the map area and sensitivity, DDℓ1/2 
µDIn/A1/4, where DIn is the surface brightness 
sensitivity per pixel per spectral bin and A is 
the map area. For fixed instantaneous 
instrument sensitivity, DIn µ A1/2 and DDℓ1/2  µ 

A1/4. Thus the survey strategy should cover the 
deep fields at all wavelengths while 
minimizing the map area. Given the large 
optical FOV, each deep field map has an 
effective area of approximately 100 square 
degrees, within which each pixel is observed 
about 210 times during the two-year mission 
(Fig. G.FO-S6-A). 

In this simulation we weighted the map by 
the number of observations that vary smoothly 
from center to edge. In each pixel we used the 
minimum number of observations over all 
spectral channels, although significantly more 
data are available with partial spectral 
coverage. Thus we relate the power spectral 
sensitivity DDℓ1/2 < 4 pW m-2 sr-1 requirement 
to a science-required surface brightness (Fig. 
E.5-3), DIn < 4.5 kJy/sr per pixel per spectral 
channel in 210 integrations. 

The simulations (Fig. E.6-2) start with 
infrared sky images derived from measured 
galaxy catalogs, extrapolated to faint fluxes. 
To these base images, we add the IHL and 
EOR fluctuation signals we intend to measure. 
We mosaic multiple images from the highly 
redundant deep survey into full maps, and 
generate the angular power spectra used to 
constrain the EBL components. We also 
propagate instrumental effects through the 
pipeline to understand their effect on the 
power spectra and validate the systematic 
requirements given in Tables E.8-1 and F.4-2, 
and §M.5.5.3. 

E.6.1 Input Sky and Observing 
We simulate SPHEREx observations of an input 
sky based on galaxy survey data plus the target 
EBL fluctuation signals.  .........................  
We use existing 0.5 to 5 µm wide area images 
from both ground and space to calculate the 
contribution of stars and resolved galaxies. 
These source catalogs (Table E.6-1) have 
higher angular resolution and extend to much 
fainter fluxes than SPHEREx will detect, 
representing the underlying galaxy clustering 
signal empirically without invoking a model. 

We convolve images from these catalogs 
with the SPHEREx effective PSF, and sample 
with 6.2″ pixels (Fig. E.6-1). We then add the 

 
Figure E.6-1. A small area of the simulated deep field at 
3.6 µm. The left column shows the input signals while 
the right column shows the simulated SPHEREx data. 
The top row shows an input map generated using the 
Spitzer galaxy catalog and as seen by SPHEREx, 
including noise. The middle row shows the added 
simulated signal fluctuations (IHL and EOR) and the 
SPHEREx data with the bright sources masked. The 
bottom row is the same as the middle row but smoothed 
over 5 arcmin scales to show that SPHEREx easily 
recovers the large-scale clustering fluctuations.  



Sky map at z Intensity map at z 

•  No need to resolve individual sources 
•  Measure the collective emission from many sources 
•  Map large volume throughout cosmic history economically 
•  Astrophysical and cosmological applications from cosmological parameters, structure formation to 

galaxy formation.

3-D Intensity Mapping
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Spectral line Intensity Mapping

Observed λ
Li et al (2016)

Measurements in 
coarse bins trace 
continuum emission

Measurements in 
fine bins trace line 
emission

Power spectra allow 
us to quantify the 

measurements and 
compare to models



SPHEREx Spectral Line Intensity Mapping

Goal:  Chart the full history of galaxy formation with emission line clustering tomography 
 
- SPHEREx will measure the clustering of galaxies with multiple emission lines from z=0 to z=6.  
- SPHEREx will measure the clustering of the first galaxies at z > 5 using Lyα.
- SPHEREx will potentially detect the direct Lyα emission from the first stars. 
- SPHEREx will determine the origin of the Spitzer-CIBER fluctuations. 

�SPHEREx will uniquely map the spatial distribution of star formation throughout cosmic times: from the on-set 
of star formation, to its peak formation rate and its current decline. The large scale (linear) spatial distribution is 
not measurable with deep small field observations (HST, JWST) and gives us unique insight on the relation 
between luminous and dark matter.  
�SPHEREx will measure diffuse intensity fluctuations just like Planck and Herschel mapped the Cosmic Infrared 
Background  

Galaxy Evolution 
6>z 

Formation of First Stars: 
15 > z > 6 

Dark Ages: 
15 > z  

• Our key galaxy formation science program concentrates on continuum fluctuations 
• But with R~40 spectro-imaging, SPHEREx contains some spectral line information 

throughout the cosmic history. 
• Opportunity with H and H between 0.5 < z < 6 - combine the two to IM of dust as a 

function of z slices. 
• Challenging to do Ly IM at z > 6 with SPHEREx due to low S/N, but could be surprises.



SPHEREx Measures Large-Scale Fluctuations

•Emission	lines	encode	clustering	signal	
						at	each	redshift	over	cosmic	history	
•Amplitude	gives	line	light	production	
•Multiple	lines	trace	star	formation	history	
									-	High	S/N	in	Hα	for	z	<	5;	OIII	and	Hβ	for	z	<	3	
									-	Lyα	probes	EoR	models	for	z	>	6	
									-	Hα	and	Lyα	crossover	region	5	<	z		<	6	

•SPHEREx	has	ideal	wavelength	coverage	
					and	high	sensitivity	
•Multiple	bands	enable	correlation	tests	
							sensitive	to	redshift	history	
•Method	demonstrated	on	Spitzer	&	CIBER

Fluctuations	in	Continuum	Bands Fluctuations	in	Lines
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the emission from EOR sources, which must contribute to the near-IR background [2, 3] since a 
minimum level is required to supply enough photons to ionize the intergalactic medium [4, 5].  

Searches for such a faint level with absolute spectro-photometric measurements have been 
challenged by the difficulty of removing the bright Zodiacal light (ZL) foreground [6], which is 
many orders of magnitude brighter than the EOR signal [7]. An alternative technique is to measure 
the anisotropy in the EBL [8], which takes advantage of the fact that bright ZL foreground is known 
to be spatially smooth to isolate the EBL component. This technique is different from and 
complementary to mapping large-scale structure through resolved galaxy surveys, as it is sensitive 
to diffuse structure not accounted in point source surveys [9]. This anisotropy technique can be 
applied to measurements in multiple bands to precisely determine the spectrum, amplitude, and 
constituents of the EBL. 

EBL anisotropies over those expected from known galaxy populations have been detected by 
CIBER-1 [10], Spitzer [11, 12], and AKARI [13] on large (> 5 arcmin) angular scales and Hubble 
at sub-arcminute scales [14]. Several groups working independently have reported detections, and 
exclude possible Galactic, ZL, and faint galaxy clustering signals, as well as instrumental artifacts.  

Figure 1: A graphical illustration of the key components of an EBL fluctuations/intensity-mapping study. Deep 
field mosaics, either Euclid or SPHEREx, can be used to measure EBL anisotropy auto and inter-band cross-power 
spectra. The exposures and thus the mosaic is made of various sky signals (stars, zodi, galaxies/IHL/EOR and DGL 
as illustrated to the top right). They also contain sources of noise (read and photon noise; and dark current), and may 
also be impacted by systematics such as scattered light, optical ghosts or detector artefacts (e.g., dragon’s breadth 
seen by JWST/NIRCAM when bright stars fall off the edge of a detector). The generated mosaics can be cleaned for 
foregrounds such as Zodi, and the noise levels can be estimated through differences of repeated exposures in 
imaging datasets with redundant sky coverage. The mosaics can also be used for cross-correlations as highlighted 
on the bottom right. The cross-correlations with galaxy samples of known z-bins can be used to detect signatures of 
diffuse line emission, a technique now commonly known in the literature as “intensity mapping”. While broad-band 
maps of Euclid VIS and NISP/YJH-bands are not ideal for line detections, SPHEREx 102-narrow-bands provide this 
capability when combined with the deep galaxy samples and spec & photo-z’s from Euclid combined with ancillary 
deep catalogs in the NEP region of EDFN. 

Read noise Photon noise

Dark current

Stars Zodiacal 
light

Galaxies/
IHL/EOR

Diffuse 
Galactic light

Individual 
Exposure

Typical 
deep-field 
mosaic

EBL pipeline acting on exposures

EBL 
powerspectra

x
λ

λ

Redshifted 
line emission

Determine 
SFRD(z),  
fIHL(M,z)  
EoR,  
z < 6 galaxies.

Source 
catalog 
maps

C
ro

ss
-C

or
r



4 
 

corresponding intensity mapping, benefit from deep galaxy catalogs. Such catalogs will become 
available from Euclid, starting with the Q1 release (March 2025), followed by DR1 (March 2026) 
and Q2 (March 2027). 

The systematics, and instrumental noise, in intensity mapping can be removed or accounted for 
through imaging datasets that have redundant coverage with varying observing conditions. Cross-
correlations between two independent datasets looking at the same part of the sky could also be 
used to minimize systematics. Finally, to separate various sky components, multi-wavelength 
datasets, complemented by ancillary data, are needed. The highly redundant coverage (close to 
400,000 exposures in total) from SPHEREx can be used to reconstruct deep field mosaics 
comparable to Euclid’s NISP YJH-band filters. Euclid higher spatial resolution (0.23” PSF) and 
smaller pixels at 0.1”/pix in VIS compared to SPHEREx 6” native pixels provide a deeper imaging 
dataset to detect galaxies and complement SPHEREx sensitivity to the surface brightness (Fig. 3 
right panel). Euclid’s source catalogs (both imaging and grism spectroscopy) and L4 science data 
such as weak lensing mass maps in ~12 source redshift bins [65] can be directly cross-correlated 
with the multi-band SPHEREx maps to aid in the component separation. 
2.1 Scientific Objectives: Outline of key scientific signals 

Table 1 summarizes the overall science flow and the three key scientific objectives of the 
proposed research program. Before outlining how we aim to reach our scientific objectives, by 
combining Euclid, SPHEREx and ancillary catalogs and maps including L4 data product, we first 
briefly summarize key scientific signals captured by EBL fluctuation power spectra. The first 
scientific objective aims to separate these multiple components, making use of spatial and spectral, 
as well as redshift and halo mass, dependences as the basis to separate each other in a consistent 
modeling framework (Section 2.2). 
2.1.1 Intra-halo Light:  

In the hierarchical model of structure formation, dark matter halos that host galaxies grow with 
time through mergers. When individual dark matter halos collide and merge through dynamical 
friction, a fraction of the stars that were in galactic disks are stripped. These stars form an extended 

 
Figure 2. Euclid Deep Field North in NEP. Left: Footprint shows the existing data, and planned coverages from 
Euclid and SPHEREx. Middle: The combined catalog of this region showing the existing galaxy survey footprint, 
including Subaru/HSC surveys (44 deg2 HEROES; Ref 29; 10 deg2 Cosmic Dawn: ref 30), DESI LS [31] and Spitzer 
[30]. Existing DESI spectra (170k galaxies) are in two regions shaded in black. Right: The current and anticipated 
redshift distribution of sources, including Euclid EDFN over the full survey duration. The DR1 depth of Euclid is 
adequate for the purposes of this planned study, for both EBL fluctuation measurements and for a deep catalog of 
galaxies for cross-correlation within the central 20 deg2 of SPHEREx EBL fluctuation maps in NEP. 
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2.2.1 Multi wavelength cross-clustering covariance 
 The proposed analysis pipeline (Section 4) implements the combination of auto and inter-band 

cross-correlations in SPHEREx, enhanced by cross-correlations of SPHEREx with Euclid 
background fluctuation maps and SPHEREx with Euclid L3 and L4 data products-based maps, 
such as galaxy density maps binned into multiple redshift bins to z~6 (Fig. 2 right) and weak 
lensing maps separated by source redshift bins, to separate the EOR signal using the full correlation 
covariance [51].   
2.2.2 Cross-Correlation with Weak Lensing Mass  

In addition to multi-band fluctuations and cross-correlations between bands, we can 
independently chart the history of IHL production by cross-correlating with external tracers of the 
low-z dark matter distribution. An example is the use of projected dark matter mass maps from 
weak lensing measurements. Since IHL will have contributions from different redshifts, the 
correlation coefficient with a weak lensing mass map in EDFN will differ in each spectral band. 
Moreover, the proposed lensing mass reconstruction with Euclid data separates the mass into a set 
of at least 12 source redshift distributions in L4 analysis. In each of these redshift kernels, the cross-
correlation coefficient with the SPHEREx 102 narrow-band wavelengths will vary depending on 
the history of IHL production. These cross-correlation information, together with fluctuation power 
spectra and the weak lensing mass power spectrum, will allow us to construct the IHL signal as a 
function of the halo mass in broad redshift windows.  

  

Figure 4: EBL fluctuations contain a wide range of crucial cosmological information on galaxy formation 
and growth. Left: Redshift-dependent IGL spectra at fiducial redshifts, using SPHEREx spectral binning [42], as 
basis for EBL cross-correlations with galaxies. The spectra contain continuum and line emission. The spectral lines 
from left to right are Lyα, [OII], Hβ, [OIII], and Hα, respectively, as labeled in the z = 6 case (in green). The proposed 
cross-correlations and spectral-spatial cross-power spectral density covariance [51] enable EBL component 
separation (SO#1). Middle: The ability of SPHEREx + Euclid data to measure IHL fraction fIH(M,z), using galaxy and 
weak lensing mass cross-correlations (SO#2). Here points with errors show an example estimate from simulated 
maps for z~0.1-0.5 bin; at least six additional z-bins (with 5-6 mass bins in each z bin) is feasible. Middle bottom 
panels highlight as example two bright cases of IHL at galaxy and cluster scales (in clusters, IHL is known as ICL). 
Right: The ability of SPHEREx + Euclid to measure UV luminosity density at z > 6 during EOR, shown here in blue 
points as cosmic SFR density (CSFRD) measurements (SO#3), based on simulations of EBL signals, expected 
measurement sensitivity estimates (Fig. 3 right), and after propagating errors associated with IHL, IGL, DGL, ISL, 
and EOR decomposition. The shade gray and gray points are existing CSFRD estimates from galaxy surveys LFs. 
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Summary

Infrared background is a probe of high-z galaxies and low-z intra-halo light. 

From Spitzer fluctuations at 3.6 microns, a 0.1 to 0.5% of IHL fraction in z~1 to 5 Milky 
Way-like galaxies.  

CIBERI has extended fluctuations to 1.1 microns, with strong evidence for IHL; CIBERII 
concluded - results forthcoming. 

From Hubble/CANDELS, a measure of total UV luminosity density of the Universe at z > 
8 with fluctuations. 

SPHEREx will be the ultimate z<0.6 cosmology and z > 8 fluctuations. Launching in 
February 2025. 

Still unresolved issues on absolute EBL, but steady progress with data on-hand. A 
dedicated instrtrument to the outer Solar system would be helpful.


