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Abstract

StratusLab 2.0 release incorporates a set of advanced capabilities for a Cloud in
order to manage services (including Grid services) and resources. These advanced
features involve i) interoperability of APIs and application definitions, ii) a ser-
vice management layer on top of the virtual infrastructure management layer, iii)
networking capabilities, iv) storage management, v) service monitoring and ac-
counting and vi) federation by the inter-Cloud connector.
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vestigación y Desarrollo SA, and The Provost Fellows and Scholars of the
College of the Holy and Undivided Trinity of Queen Elizabeth Near Dublin.

This work is licensed under a Creative Commons
Attribution 3.0 Unported License
http://creativecommons.org/licenses/by/3.0/

2 of 9

http://creativecommons.org/licenses/by/3.0/


Contributors
Name Partner Sections

Henar Munoz TID All

Jose Lopez TID All

Eduardo Huedo UCM 2

Vangelis Floros GRNET 2.5

Document History

Version Date Comment

0.1 1 Mar. 2012 Skeleton of milestone.

0.2 9 Mar. 2012 Service Manager, Monitoring, Inter-Cloud

0.3 12 Mar. 2012 Network and Storage Manager

0.4 13 Mar. 2012 Accounting

0.5 13 Mar. 2012 Revision

1.2 16 Mar. 2012 Final version

3 of 9



1 Introduction
Grid applications deployed over IaaS clouds can benefit from a set of features that
StratusLab provides in the its release 2.0: i) interoperability of APIs and applica-
tion definitions, ii) a service management layer on top of the Virtual Infrastruc-
ture Management layer, iii) networking capabilities, iv) storage management, v)
monitoring the application and accounting and vi) federation by the inter-Cloud
connector.
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2 Release of Cloud-like Management of Grid
Services and Resources
The following sections deal with the main work done for the StratusLab release of
Cloud-like Management of Grid Services and Resources in the second year of the
StratusLab project.

2.1 Interoperability
Interoperability allows users to access different sites uniformly and to reuse run-
ning virtual images. StratusLab is focused on the use of Cloud-like API and Vir-
tual Appliance (Service) Language Definition. The Cloud-like APIs in StratusLab
contain the TCloud API for the Service Manager and monitoring, OCCI for VM,
network and image management, Deltacloud for VM and image management, and
jClouds for VM management. The Open Virtualization Format is the standard cho-
sen for the virtual appliance language with a set of extensions to cover StratusLab
requirements, like scalability and load balancing.

2.2 Service Manager
The Service Manager that has been integrated in StratusLab is named Claudia.
Claudia acts as a middleware for IaaS clouds that will enable the following capa-
bilities:

Service-level provisioning The basic unit for provision is the service to be de-
ployed. A service is a set of VMs playing different roles, with their specific
needs for storage and connectivity. Note the special use of the term service
in this context, not to be confused with its common meaning as a piece of
server software (e.g. a Unix system service).

Automated deployments This is achieved with the deployment of VMs by the
VM Manager and the contextualization by StratusLab contextualization.

Scalability The use of resources is optimized by scaling up/down the service ap-
plying elasticity rules at the service level. New Scalability policies have been
included to cover Grid site deployments

Monitoring Scalability is driven by the KPIs which are stored in the monitoring
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systems. The Service Manager is integrated with the monitoring systems to
obtain those KPIs.

2.3 Network Manager
StratusLab incorporates the abstraction needed to extend the VM lifecycle model
to add networking aspects. This generic approach allows the management com-
ponent of StratusLab, OpenNebula, to interact with any networking fabric. This
functionality is provided through OpenNebula network drivers, that perform con-
figuration operations before the VM is launched, after it is booted and when it is
destroyed. The StratusLab distribution includes drivers to interact with common
switching facilities: IEEE 802.1Q and Open vSwitch.

Additionally StratusLab provides support for enabling simple firewalling rules
to allow a regular user to filter TCP, UDP or ICMP traffic. This firewall rules are
set up on-the-fly, outside the VM, so it does not require any intervention of the user
or special firewalling software to be installed in the VM.

2.4 Storage Manager
StratusLab features multiple components to manage storage, namely: the Market-
place, the Persistent Disk Service, and specialized drivers to integrate these com-
ponents with OpenNebula.

The storage capabilities of OpenNebula have also been improved in StratusLab,
with the addition of the Datastore abstraction. A datastore is an abstraction of any
storage medium for VM disk images. Datastores operate at site-level and can help
administrators to scale storage better (by adding new datastores when needed), to
improve performance (e.g. to balance traffic between datastores) and to implement
different SLA policies (e.g. backup or realiability) for different types of users.

Datastores are distributed to the hosts with specific transfer (TM) drivers, e.g.
shared or ssh. This allows a single host to include multiple datastores of differ-
ent types. Moreover the temporal disk images or copies are placed in a special
datastore, the system datastore, that can be also distributed among the hosts with
different transfer drivers.

OpenNebula will include several datastore types: file-system based, VMware
or qcow. In addition, the Marketplace and the Persistent Disk Service could be
integrated using datastores (instead of using transfer drivers). Finally, there will be
a datastore for Amazon S3 providing hybrid cloud storage.

2.5 Monitoring and Accounting
StratusLab provides monitoring systems to to constantly check the performance of
the system. This monitoring systems are able to collect metrics about hardware,
software and service, which are used later for scalability. The monitoring systems
are based on probes (collectd software) introduced in the VM by contextualization,
a collector and aggregator of this monitoring information, a database which stores
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all the data and an API.
For resource accounting, StratusLab relies on the underlying capabilities of

OpenNebula. By querying the accounting database administrators can retrieve in-
formation regarding resource usage per user and can easily correlate it with the
hosted services running inside the virtualized resources (e.g. a grid site on a Stra-
tusLab based cloud).

2.6 Inter-Cloud Connector
StratusLab provides the Inter-cloud Connector, which allows the Multi-Cloud sce-
nario, where multiple external and internal cloud computing services are deployed
and managed to match business needs. The Inter-cloud Connector allows instanti-
ation of VMs on public clouds (like Amazon EC2 or Flexiscale) as well as partner
clouds (like other StratusLab sites). The component abstracts the external clouds
APIs by providing a common interface to them that can be plugged into the VM
Manager component allowing a hybrid cloud approach (where the VM Manager
decides to outsource computation to another cloud) or the Service Manager com-
ponent with a cloud brokering approach (when the VM is deployed in different
cloud providers according to users policies).
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3 Steps towards the release
In order for all previous topics to become part of the StratusLab v2.0 release, some
additional steps are needed.

1. All of these developments must be integrated as part of the StratusLab dis-
tribution (git repositories, hudson jobs, production of RPM packages etc.).

2. Some command line client tools must be developed for the automatic con-
figuration and installation of these components as part of the StratusLab dis-
tribution.

3. Automatic tests must be added to Hudson to complete the continuous-integration
cycle.

4. Some use cases (part of WP2) have been deployed by the StratusLab distri-
bution to demonstrate the functionality.

The following table shows the status of the Management of Grid Services and
Resources towards the release 2.0.

8 of 9



Ta
bl

e
3.

1:
To

pi
cs

an
d

S
ta

tu
s

To
pi

c
D

es
cr

ip
tio

n
W

P6
D

ev
el

op
m

en
t

St
ra

tu
sL

ab
D

is
tr

ib
ut

io
n

St
ra

tu
sL

ab
To

ol
s

A
ut

om
at

ic
Te

st
s

D
em

on
st

ra
tio

n

C
lo

ud
-l

ik
e

A
PI

s
T

C
lo

ud
ye

s
ye

s
in

pr
og

re
ss

in
pr

og
re

ss
O

C
C

I
ye

s
in

pr
og

re
ss

T
B

D
T

B
D

D
el

ta
cl

ou
d

ye
s

in
pr

og
re

ss
T

B
D

T
B

D
jC

lo
ud

s
in

pr
og

re
ss

T
B

D
T

B
D

T
B

D

L
an

gu
ag

e
de

fin
iti

on
O

V
F

ye
s

ye
s

ye
s

in
pr

og
re

ss
co

m
m

er
ci

al
us

e
ca

se

Sc
al

ab
ili

ty
C

la
ud

ia
sc

al
in

g
po

lic
ie

s
ye

s
ye

s
ye

s
in

pr
og

re
ss

co
m

m
er

ci
al

us
e

ca
se

N
et

w
or

ki
ng

C
on

fig
ur

at
io

n,
is

ol
at

io
n

an
d

fir
ew

al
lin

g

ye
s

ye
s

in
pr

og
re

ss
in

pr
og

re
ss

co
m

m
er

ci
al

us
e

ca
se

St
or

ag
e

Im
ag

e
an

d
vo

lu
m

e
m

an
ag

em
en

t

ye
s

in
pr

og
re

ss
T

B
D

T
B

D

M
on

ito
ri

ng
Se

rv
ic

e
m

on
ito

ri
ng

ye
s

ye
s

ye
s

in
pr

og
re

ss
co

m
m

er
ci

al
us

e
ca

se

A
cc

ou
nt

in
g

R
es

ou
rc

e
ac

co
un

tin
g

ye
s

in
pr

og
re

ss
T

B
D

T
B

D

In
te

r-
C

lo
ud

C
lo

ud
B

ur
st

in
g

in
pr

og
re

ss
T

B
D

T
B

D
T

B
D

co
m

m
er

ci
al

us
e

ca
se

C
lo

ud
Fe

de
ra

tio
n

in
pr

og
re

ss
T

B
D

T
B

D
T

B
D

co
m

m
er

ci
al

us
e

ca
se

C
lo

ud
B

ro
ke

ri
ng

in
pr

og
re

ss
T

B
D

T
B

D
T

B
D

co
m

m
er

ci
al

us
e

ca
se

9 of 9


	Introduction
	Release of Cloud-like Management of Grid Services and Resources
	Interoperability
	Service Manager
	Network Manager
	Storage Manager
	Monitoring and Accounting
	Inter-Cloud Connector

	Steps towards the release

