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State of the Standard Model
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Prediction of Top Quark Mass

‣mt predictions 
from loop effects 
since 1990

‣ official 
LEPEWWG fit 
since 1993

‣ the fits have 
always been able 
to predict mt 
correctly!

3

What precision is needed to see significant deviations  
between measurements and predictions?
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‣MH predictions 
from loop effects 
since the 
discovery of the 
top quark 1995

‣weaker 
constraints than 
for mt because 
of logarithmic 
dependence

‣ still, the fits have 
always predicted 
MH correctly!

Prediction of Higgs Mass

Again: what precision should we strive for? What are the major challenges?



Fit is overconstrained 

‣ all free parameters measured 
(αs(MZ) unconstrained in fit)

• most input from e+e− colliders
- MZ  :  2⋅10−5

• but crucial input from  
hadron colliders:
- mt   :  4⋅10−3

- MH  :  2⋅10−3

- MW :  2⋅10−4

• remarkable precision (<1%)

‣ require precision calculations
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2 Update of the global electroweak fit 6

Free w/o exp. input w/o exp. input
Parameter Input value

in fit
Fit Result

in line in line, no theo. unc

MH [GeV](�) 125.14± 0.24 yes 125.14± 0.24 93+25
�21 93+24

�20

MW [GeV] 80.385± 0.015 – 80.364± 0.007 80.358± 0.008 80.358± 0.006

�W [GeV] 2.085± 0.042 – 2.091± 0.001 2.091± 0.001 2.091± 0.001

MZ [GeV] 91.1875± 0.0021 yes 91.1880± 0.0021 91.200± 0.011 91.2000± 0.010

�Z [GeV] 2.4952± 0.0023 – 2.4950± 0.0014 2.4946± 0.0016 2.4945± 0.0016

�0
had [nb] 41.540± 0.037 – 41.484± 0.015 41.475± 0.016 41.474± 0.015

R0
` 20.767± 0.025 – 20.743± 0.017 20.722± 0.026 20.721± 0.026

A0,`
FB 0.0171± 0.0010 – 0.01626± 0.0001 0.01625± 0.0001 0.01625± 0.0001

A`
(?) 0.1499± 0.0018 – 0.1472± 0.0005 0.1472± 0.0005 0.1472± 0.0004

sin2✓`e↵(QFB) 0.2324± 0.0012 – 0.23150± 0.00006 0.23149± 0.00007 0.23150± 0.00005

Ac 0.670± 0.027 – 0.6680± 0.00022 0.6680± 0.00022 0.6680± 0.00016

Ab 0.923± 0.020 – 0.93463± 0.00004 0.93463± 0.00004 0.93463± 0.00003

A0,c
FB 0.0707± 0.0035 – 0.0738± 0.0003 0.0738± 0.0003 0.0738± 0.0002

A0,b
FB 0.0992± 0.0016 – 0.1032± 0.0004 0.1034± 0.0004 0.1033± 0.0003

R0
c 0.1721± 0.0030 – 0.17226+0.00009

�0.00008 0.17226± 0.00008 0.17226± 0.00006

R0
b 0.21629± 0.00066 – 0.21578± 0.00011 0.21577± 0.00011 0.21577± 0.00004

mc [GeV] 1.27+0.07
�0.11 yes 1.27+0.07

�0.11 – –

mb [GeV] 4.20+0.17
�0.07 yes 4.20+0.17

�0.07 – –

mt [GeV] 173.34± 0.76 yes 173.81± 0.85(5) 177.0+2.3
�2.4

(5) 177.0± 2.3

�↵
(5)
had(M

2
Z)

(†4) 2757± 10 yes 2756± 10 2723± 44 2722± 42

↵s(M2
Z) – yes 0.1196± 0.0030 0.1196± 0.0030 0.1196± 0.0028

(�)Average of the ATLAS [48] and CMS [49] measurements assuming no correlation of the systematic uncertainties.
(?)Average of the LEP and SLD A` measurements [12], used as two measurements in the fit.
(5)The theoretical top mass uncertainty of 0.5 GeV is excluded.
(†)In units of 10�5.
(4)Rescaled due to ↵s dependence.

Table 2: Input values and fit results for the observables used in the global electroweak fit. The first and
second columns list respectively the observables/parameters used in the fit, and their experimental values
or phenomenological estimates (see text for references). The third column indicates whether a parameter
is floating in the fit. The fourth column quotes the results of the fit including all experimental data. In
the fifth column the fit results are given without using the corresponding experimental or phenomenological
estimate in the given row (indirect determination). The last column shows for illustration the result using
the same fit setup as in the fifth column, but ignoring all theoretical uncertainties. The nuisance parameters
that are used to parameterise theoretical uncertainties are given in Table 1.
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All observables calculated at 2-loop level 

‣MW : full EW one- and two-loop calculation  
of fermionic and bosonic contributions 
[M Awramik et al., PRD 69, 053006 (2004), PRL 89, 241801 (2002)]  
+ 4-loop QCD correction [Chetyrkin et al., PRL 97, 102003 (2006)]

‣ sin2θleff : same order as MW, calculations for leptons and all quark flavours 
[M Awramik et al, PRL 93, 201805 (2004), JHEP 11, 048 (2006), Nucl. Phys. B813, 174 (2009)]

‣ partial widths Γf : fermionic corrections in two-loop for  
all flavours (includes predictions for σ0had) [A. Freitas, JHEP04, 070 (2014)]

‣ Radiator functions: QCD corrections at N3LO  
[Baikov et al., PRL 108, 222003 (2012)]

‣ ΓW : only one-loop EW corrections available, negligible impact on fit  
[Cho et al, JHEP 1111, 068 (2011)]

‣ all calculations: one- and two-loop QCD corrections and leading terms of 
higher order corrections

Roman Kogler News from the global electroweak fit 

Calculations A. Freitas et al. / Physics Letters B 495 (2000) 338–346 341

Fig. 2. Two-loop vertex diagrams containing a triangle subgraph,
which require a careful treatment of γ5 in D dimensions.

a finite contribution, so that it can be evaluated in
four dimensions without further complications. 1 The
fermion line appearing in the second loop also yields
an ϵ-tensor contribution, which results, after contrac-
tion with the ϵ-tensor from the triangle subgraph, in a
non-vanishing contribution to the result for #r .
As mentioned above, we perform the renormaliza-

tion within the on-shell scheme. It involves a one-loop
subrenormalization of the Faddeev–Popov ghost sec-
tor of the theory, which is associated with the gauge-
fixing part. The gauge-fixing part is kept invariant un-
der renormalization. For technical convenience, we
manage this by a renormalization of the gauge pa-
rameters in such a way that it precisely cancels the
renormalization of the parameters and fields in the
gauge-fixing Lagrangian. 2 To this end we have al-
lowed two different bare gauge parameters for both W
and Z, ξW,Z

1 and ξ
W,Z
2 , and also mixing gauge parame-

ters, ξγZ and ξZγ . The renormalized parameters com-
ply with the Rξ gauge, with one free gauge parameter
for each gauge boson. With this prescription no coun-

1 For recent discussions of practical ways of treating γ5 in
higher-order calculations, see also Refs. [28,29].
2 An alternative way of achieving that the gauge-fixing sector

does not give rise to counterterm contributions would have been to
add the gauge-fixing part to the Lagrangian only after renormaliza-
tion, in which case the renormalized gauge transformations would
have to be used.

terterm contributions arise from the gauge-fixing sec-
tor. Starting at the two-loop level, counterterm contri-
butions from the ghost sector have to be taken into ac-
count in the calculation of physical amplitudes. They
follow from the variation of the gauge-fixing terms Fa

under infinitesimal gauge transformations. We have
derived all the counterterms arising from the ghost
sector (extending the results of Ref. [30] to a gen-
eral Rξ gauge) and implemented them into the pro-
gram FeynArts. In this way we could verify the finite-
ness of individual (gauge-parameter-dependent) build-
ing blocks (e.g., the W- and the Z-boson self-energy)
as a further check of the calculation.
Concerning the mass renormalization of unstable

particles, from two-loop order on it makes a difference
whether the mass is defined according to the real part
of the complex pole of the S matrix,

(4)M2 = !M2 − i !M !Γ ,

or according to the pole of the real part of the
propagator. In Eq. (4) M denotes the complex pole
of the S matrix and !M , !Γ the corresponding mass and
width of the unstable particle. We use the symbol M̃
for the real pole.
In the context of the present calculation, these

considerations are relevant to the renormalization of
the gauge-boson masses, MW and MZ. The two-loop
mass counterterms according to the definition of the
mass as the real part of the complex pole are given by

δ !M2
W,(2) =Re

{
ΣW
T,(2)

(
M2
W

)}
− δM2

W,(1) δZ
W
(1)

(5)+ Im
{
ΣW′
T,(1)

(
M2
W

)}
Im

{
ΣW
T,(1)

(
M2
W

)}
,

δ !M2
Z,(2) =Re{ΣZZ

T,(2)
(
M2
Z
)} − δM2

Z,(1) δZ
ZZ
(1)

+ M2
Z
4

(
δZ

γZ
(1)

)2 +
(
Im

{
Σ

γZ
T,(1)

(
M2
Z
)})2

M2
Z

(6)+ Im
{
ΣZZ′
T,(1)

(
M2
Z
)}
Im

{
ΣZZ
T,(1)

(
M2
Z
)}

,

where ΣT,(1), ΣT,(2) denote the transverse parts of
the one-loop and two-loop self-energies (the terms
from subloop renormalization are understood to be
contained in the two-loop self-energies), and Σ ′

T,(1)
means the derivative of the one-loop self-energy with
respect to the external momentum squared. Field
renormalization constants are indicated as δZV . The
relations to the mass counterterms according to the
real-pole definition, δM̃2

W,(2) and δM̃2
Z,(2), are given

loop momenta. When both momenta are ‘‘soft’’ (! MW),
as in Fig. 1(b), the propagators of the W and Z bosons are
expanded leading to a correction of order !=M4

W in the
effective theory. For one momentum soft and one ‘‘hard’’
("MW), as in Figs. 1(c) and 1(d), corrections of either
order, !=M2

W or 1=M4
W in the effective theory, are gen-

erated. The contribution to the matching coefficient
comes only from the region where both momenta are
hard, as in Fig. 1(e). In this case, all of the light particle
masses and momenta should be put to zero. By these
arguments it can be shown that !r can be obtained by
simply taking the sum of all the diagrams and putting all
external momenta and light masses to zero. The proce-
dure should generate no spurious infrared divergences,
while the physical divergences connected with the photon
should be contained in the corrections of the effective
theory. As is known, the Fermi theory corrections are
finite; therefore, the !r correction obtained as above
should also be finite.

Previous calculations of !r have been based on a
different method of factorization originally devised in
[11]. This procedure consists of subtracting from the
infrared divergent SM diagrams the respective Fermi
theory diagrams in Pauli-Villars regularization. The dif-
ference is well defined in the limit of zero light masses
and external momenta. It turns out, however, that the
QEDWard identity, which is responsible for the finiteness
of the corrections in the Fermi theory, implies in this case
the vanishing of the sum of the subtracted diagrams. This
proves that both procedures are equivalent.

The evaluation of two loop corrections to a four-
fermion process requires the full second order renormali-
zation of the SM Lagrangian in all but the Higgs sector,
where first order suffices. The comparison with experi-
ment imposes the use of on-shell parameters for the final
result. Throughout this work the on-shell scheme was

used, with a procedure similar to the one described in
[5]. The only substantial difference concerns the treat-
ment of tadpoles.

It is known that gauge invariance of mass counterterms
requires inclusion of tadpoles [12,13] (at the two loop
level this has been explicitly shown in [14]). In this case,
however, one cannot use one-particle-irreducible (1PI)
Green functions. In order to have gauge invariant counter-
terms and 1PI Green functions only, a special procedure
was designed. An additional renormalization constant for
the bare vacuum expectation value v0, denoted Zv, has
been introduced and explicitly split from the bare masses

v0 ! v0Z
1=2
v ; (4)

M0
W;Z ! M0

W;ZZ
1=2
v : (5)

The term linear in the Higgs field H in the Lagrangian

T0H0 # M0
Ws

0
W

e0
$M0

H%2Z1=2
v $Zv & 1%H0 (6)

is then used to determine Zv, through the requirement that
tadpoles are canceled. It can be proved [12,15] that the
bare masses are gauge invariant in this case (an equiva-
lent procedure which makes use of the effective potential
has been used in [16]).

The calculation of the two loop bosonic contributions
to muon decay was performed by means of a completely
automated system. The diagram generation stage was
done by the C'' library DiaGen [17]. The tensor reduc-
tion of two loop propagator diagrams was accomplished
with the algorithm described in [18], whereas vacuum
diagrams were treated with integration by parts identities
[19]. For algebraic manipulations, the program FORM [20]
was used. The two loop two-point integrals were numeri-
cally evaluated with single integral representations of
the package S2LSE [21]. The latter was modified for qua-
druple precision, which was needed due to large cancel-
lations (independent terms grow as M8

H, while the result
behaves as M2

H).
The size of the software required several tests. The

following algebraic checks were performed: ultraviolet
and infrared finiteness, by cancellation of poles in dimen-
sional regularization; gauge invariance, by independence
of the three gauge parameters of the general R" gauge for
the SM; Slavnov-Taylor identities for two-point func-
tions, as given in [18], both for on-shell integrals and
by expansion in the external momentum to second order.

Several numerical tests were also done: (i) All of
the master integrals were evaluated independently by
means of deep mass difference and large-mass expan-
sions. (ii) Each of the two-point on-shell diagrams was
calculated separately with the help of small-momentum
and different large-mass expansions. (iii) The result of
[14] for the W and Z mass counterterms was reproduced
to precision dictated by the order of the expansions

FIG. 1. A typical muon decay diagram (a) and the contribu-
tions to its large mass expansion according to the momenta
(b) k1-soft, k2-soft; (c) soft-hard; (d) hard-soft; (e) hard-hard.
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‣ estimated using a geometric series (an = a rn), example:

• similar results from scale variations

‣ reasonable estimates for all observables

‣ exception: mt !

• MC definition, relation to mpole unknown

• uncertainties from colour structure,  
hadronisation and mpole → mt(mt) smaller

‣ 10 additional free parameters, Gaussian likelihood

‣ important missing higher order terms:

• O(α2αs), O(ααs2), O(α2bos) (in some cases), O(α3), O(αs5) (rad. functions)
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Theoretical Uncertainties

JHEP11(2006)048

rections in ZFITTER, uses the MS definition for ∆ρ, which is numerically larger than the

leading m2
t term, so that the resummation effects of ∆ρMS are rather large. Finally, Zfit-

ter versions before 6.40 use an outdated implementation of the QCD corrections. Since

all these contributions are non-negligible at the current level of precision, it is interesting

to study them separately.

In particular, using the results of section 3.1 the effect of the truncated top-mass

expansion is shown in Tab. 3 (b)2. It turns out that the expansion converges quite well

for realistic values of mt and MH. However, the terms beyond the order m2
t induce a

difference of 4.3% in the two-loop corrections with top-bottom loops, corresponding to a

shift of about 0.2 × 10−4 in sin2 θlept
eff , which is roughly a quarter of the total difference

reported in Tab. 3 (a). As a cross-check, also the result for very large values of mt and MH

are shown in Tab. 3 (b), to illustrate that in this case the series converges much faster.

5.2 Error estimate

While the inclusion of the fermionic two-loop corrections is a substantial improvement of

the prediction of sin2 θlept
eff in the Standard Model, uncertainties from missing higher order

contributions can still be sizeable. Here we try to give an estimate of the error induced

by these unknown contributions. The most relevant missing higher order contributions are

corrections of the order O(α2αs) beyond the leading m4
t term, O(α3) beyond the leading

m6
t term and O(αα3

s ). Since the final prediction for sin2 θlept
eff is based on Gµ as input, the

loop effects in the both quantities ∆r (for the computation of MW) and ∆κ (for the Zl+l−

vertex corrections) need to be considered.

When combining the two form factors, it turns out that there are some cancellations

between the known corrections to MW and the Z vertex. It is expected that similar

cancellations occur when adding an additional QCD loop, since QCD corrections enter

with the same relative sign in the corrections to MW and the Z vertex. Since the dominant

missing higher order effects are contributions with an additional QCD loop, it is assumed in

the following that these cancellations are natural and it is justified to study the theoretical

error of both quantities ∆r and ∆κ in conjunction.

A simple method to estimate the higher order uncertainties is based on the assumption

that the perturbation series follows roughly a geometric progression. This presumption

implies relations like

O(α2αs) =
O(α2)

O(α)
O(ααs). (5.4)

From this one obtains the error estimates in the second column of Tab. 4 for the different

higher order contributions, which are given for a range of the Higgs MH mass between 10

GeV and 1000 GeV. To account for possible deviations from the geometric series behavior,

an ad-hoc overall factor
√

2 was included in all error determined via this method.

Alternatively, the error from a higher-order QCD loop can be assessed by varying the

scale of the strong coupling constant αs or the top-quark mass mt in the MS scheme in

2As a by-product of this comparison, we found a typo in Ref. [45], where a term 3

2
m2

t/(M
2
Zs2

W) log c2
W is

missing in the expression for MH ≫ mt.
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impact of variation in δtheo mt between 0 and 1.5 GeV 
‣ better assessment of uncertainty on mt important for the fit
‣ uncertainty of 0.5 GeV small impact on result
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‣ theoretical uncertainties reduced by a factor of 4 (esp. MW and sin2θleff)
• implies three-loop calculations!
• exception: δtheo mt (LHC) = 0.25 GeV (factor 2)
‣ central values of input measurements adjusted to MH = 125 GeV
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Future Improvements
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3 Prospects of the electroweak fit with the LHC and ILC/GigaZ 13

Experimental input [±1�
exp

] Indirect determination [±1�
exp

, ±1�
theo

]

Parameter Present LHC ILC/GigaZ Present LHC ILC/GigaZ

MH [GeV] 0.2 < 0.1 < 0.1 +31
�26 ,

+10
�8

+20
�18 ,

+3.9
�3.2

+6.8
�6.5 ,

+2.5
�2.4

MW [MeV] 15 8 5 6.0, 5.0 5.2, 1.8 1.9, 1.3

MZ [MeV] 2.1 2.1 2.1 11, 4 7.0, 1.4 2.5, 1.0

mt [GeV] 0.8 0.6 0.1 2.4, 0.6 1.5, 0.2 0.7, 0.2

sin2✓`e↵ [10�5] 16 16 1.3 4.5, 4.9 2.8, 1.1 2.0, 1.0

�↵5
had(M

2
Z) [10�5] 10 4.7 4.7 42, 13 36, 6 5.6, 3.0

R0
l [10�3] 25 25 4 – – –

↵S(M2
Z) [10�4] – – – 40, 10 39, 7 6.4, 6.9

S|U=0 – – – 0.094, 0.027 0.086, 0.006 0.017, 0.006

T |U=0 – – – 0.083, 0.023 0.064, 0.005 0.022, 0.005

V (� = 3TeV) 0.05 0.03 0.01 0.02 0.02 0.01

Table 3: Current and extrapolated future uncertainties in the input observables (left), and the precision
obtained for the fit prediction (right). Where two uncertainties are given, the first is experimental and the
second theoretical. The value of ↵S(M2

Z) is not used directly as input in the fit. The uncertainty in the
direct MH measurements is not relevant for the fit and therefore not quoted. For all indirect determinations
shown (including the present MH determination) the assumed central values of the input measurements
have been adjusted to obtain a common fit value of MH = 125 GeV. The simplified fit setup used to derive
the numbers in this table leads in some cases to reduced constraints on observables as can be seen by
comparing the uncertainties of the present scenarios (fifth column) with the last column of Table 2. See
text for more details.

For both future scenarios we assume that the uncertainty in �↵
(5)
had(M

2
Z) will reduce from currently

10 · 10�5 down to 4.7 · 10�5. The improvement is expected due to updated e+e� ! hadrons cross
section measurements below the charm threshold from the completion of ongoing BABAR and
VEPP-2000 analyses, improved charmonium resonance data from BES-III, and a better knowledge
of ↵S from reliable Lattice QCD predictions [56].

The present and projected experimental uncertainties for the observables used in the simplified
electroweak fit are summarised in the left columns of Table 3.

To match the experimental precision significant theoretical progress is required. Leaving aside the
ambiguity in mt discussed above, the presently most important theoretical uncertainties a↵ecting
the fit are those related to the predictions of MW and sin2✓fe↵ . For the future scenarios, we assume

that the present uncertainties of �theoMW = 4 MeV and �theo sin2✓
f
e↵ = 4.7 · 10�5 reduce to 1 MeV

and 10�5, respectively. This reduction will require ambitious three-loop electroweak calculations.
The leading theoretical uncertainties on the partial Z decay widths, �0

had, and the radiator functions
play a smaller role in the present fit. For the future scenarios the uncertainty estimates given in
Table 1 are assumed to be reduced by a factor of four, similar to the uncertainties on MW and
sin2✓fe↵ .

δA0,fLR : 10−3 →10−4
tt threshold scan

low energy data, better αs

high statistics on Z-pole

WW threshold
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Z) will reduce from currently

10 · 10�5 down to 4.7 · 10�5. The improvement is expected due to updated e+e� ! hadrons cross
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VEPP-2000 analyses, improved charmonium resonance data from BES-III, and a better knowledge
of ↵S from reliable Lattice QCD predictions [56].

The present and projected experimental uncertainties for the observables used in the simplified
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To match the experimental precision significant theoretical progress is required. Leaving aside the
ambiguity in mt discussed above, the presently most important theoretical uncertainties a↵ecting
the fit are those related to the predictions of MW and sin2✓fe↵ . For the future scenarios, we assume

that the present uncertainties of �theoMW = 4 MeV and �theo sin2✓
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e↵ = 4.7 · 10�5 reduce to 1 MeV

and 10�5, respectively. This reduction will require ambitious three-loop electroweak calculations.
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had, and the radiator functions
play a smaller role in the present fit. For the future scenarios the uncertainty estimates given in
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direct measurement of BRs

[Baak et al, arXiv:1310.6708]

LHC = LHC with 300 fb−1

ILC/GigaZ = future e+e− 
collider, option to run on  
Z-pole (w polarized beams)
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SM Fit Results
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black: direct measurement (data) 
orange: full fit  
light-blue: fit excluding input from row 

‣ goodness of fit, p-value:  
χ2min= 17.8  Prob(χ2min, 14) = 21%  
Pseudo experiments: 21 ± 2 (theo)%
• χ2min(Γi in 1-loop) = 18.0

• χ2min(no theory uncertainties) = 18.2

‣ no individual value exceeds 3σ
‣ largest deviations in b-sector:

• A0,bFB with 2.5σ 
→ largest contribution to χ2

‣ small pulls for MH, MZ 
• input accuracies exceed fit requirements

[Gfitter, arXiv:1407.3792]



 [GeV]HM
6 10 20 210 210×2 310

LHC average 

 HFit w/o M

 WM
 0,b

FBA

(SLD) lA

(LEP) lA

 0.2±125.1 
 -21
 +25 93
 -34
 +47 77
 -263
 +628503

 -24
 +45 38
 -95
 +254143G fitter SM

Jul '14

Roman Kogler Fits of EWPO in the SM

Present Results: Higgs

11

Determination of MH 
‣ grey band: fit without MH measurement

• MH = 93+25−21 GeV
• consistent with measurement at 1.3σ
‣ blue line: full SM fit

Impact of most sensitive observables 
‣ determination of MH,  

removing all sensitive observables  
except the given one
‣ known tension (3σ)  

between Al(SLD), A0,bFB ,    
and MW clearly visible  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Future: Higgs Mass

12

‣ Logarithmic dependency on MH → cannot compete with direct MH meas.
• no theory uncertainty:                  MH = 125 ± 7 GeV
• future theory uncertainty (Rfit):    MH = 125 +10 GeV
• present day theory uncertainty:     MH = 125 +20 GeV

‣ If EWPO central values unchanged (94 GeV), ~5σ discrepancy with 
measured Higgs mass

 −9

 −17

125 GeV 94 GeV

MHmeas = 125 GeV
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Future: Higgs Mass

12

‣ Logarithmic dependency on MH → cannot compete with direct MH meas.
• no theory uncertainty:                  MH = 125 ± 7 GeV
• future theory uncertainty (Rfit):    MH = 125 +10 GeV
• present day theory uncertainty:     MH = 125 +20 GeV

‣ If EWPO central values unchanged (94 GeV), ~5σ discrepancy with 
measured Higgs mass

 −9

 −17

present theory uncertaintypresent theory uncertainty

compromised by present theory uncertainty!

125 GeV 94 GeV

MHmeas = 125 GeV
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2 Update of the global electroweak fit 8

fit results (fourth column of Tab. 2) with the direct measurements (first column of Tab. 2) in units
of the measurement uncertainty. Also shown is the impact of the two-loop result for the Z partial
widths and the O(↵t↵

3
s) correction to MW , compared to the calculations previously used5 [8]. The

right-hand panel of Fig. 1 displays the comparison of both the global fit result and the direct
measurements with the indirect determination (fifth column of Tab. 2) for each observable in units
of the total uncertainty, defined as the uncertainty of the direct measurement and the indirect
determination added in quadrature. Note that in the case of ↵s(M2

Z) the direct measurement
displayed is the world average value [45], which is otherwise not used in the fit.

The availability of the two-loop corrections to the Z partial widths and �0
had allows the determi-

nation of ↵s(M2
Z) to full NNLO and partial NNNLO level. We find

↵s(M
2
Z) = 0.1196± 0.0028 exp ± 0.0006�

theo

RV,A
± 0.0006�

theo

�i
± 0.0002�

theo

�0

had

= 0.1196± 0.0030 tot , (1)

where the theoretical uncertainties due to missing higher order contributions are significantly larger
than previously estimated [8]. This is largely due to the variation of the full O(↵4

s) terms in the
radiator functions, and to the uncertainties on the Z partial widths and �0

had, not assigned before.

The fit indirectly determines the W mass to be

MW = 80.3584± 0.0046mt ± 0.0030�
theo

mt ± 0.0026MZ
± 0.0018�↵

had

± 0.0020↵S ± 0.0001MH
± 0.0040�

theo

MW
GeV ,

= 80.358± 0.008tot GeV . (2)

providing a result which exceeds the precision of the direct measurement. The di↵erent uncertainty
contributions originate from the uncertainties on the input values of the fit, as quoted in the second
column in Table 2. Simple error-propagation is applied to evaluate their impact on the prediction
of MW . At present, the largest uncertainties are due to mt, both experimental and theoretical,
followed by the theory and MZ uncertainties.

Likewise, the indirect determination of the e↵ective leptonic weak mixing angle, sin2✓`e↵ , gives

sin2✓`e↵ = 0.231488± 0.000024mt ± 0.000016�
theo

mt ± 0.000015MZ
± 0.000035�↵

had

± 0.000010↵S ± 0.000001MH
± 0.000047

�
theo

sin2✓f
e↵

,

= 0.23149± 0.00007tot , (3)

where the largest uncertainty is theoretical followed by the uncertainties on �↵
(5)
had(M

2
Z) and mt.

An important consistency test of the SM is the simultaneous indirect determination of mt and
MW . A scan of the confidence level (CL) profile of MW versus mt is shown in Fig. 2 (top) for
the scenarios where the direct MH measurement is included in the fit (blue) or not (grey). Both
contours agree with the direct measurements (green bands and ellipse for two degrees of freedom).
The bottom panel of Fig. 2 displays the corresponding CL profile for the observable pair sin2✓`e↵ and
MW . The coloured ellipses indicate: green for the direct measurements; grey for the electroweak

5With the exception of R0

b , which was previously taken from [26] and was later corrected. For this comparison
the one-loop result [33] is used.

more precise than direct measurement (15 MeV)

‣ also shown: SM fit with  
minimal input:  
MZ, GF, Δαhad(5)(MZ), αs(MZ),  
MH, and fermion masses
• good consistency

‣MH measurement allows for  
precise constraint on MW

• agreement at 1.4σ
‣ fit result for indirect determination of MW (full fit w/o MW):  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contributions originate from the uncertainties on the input values of the fit, as quoted in the second
column in Table 2. Simple error-propagation is applied to evaluate their impact on the prediction
of MW . At present, the largest uncertainties are due to mt, both experimental and theoretical,
followed by the theory and MZ uncertainties.

Likewise, the indirect determination of the e↵ective leptonic weak mixing angle, sin2✓`e↵ , gives

sin2✓`e↵ = 0.231488± 0.000024mt ± 0.000016�
theo

mt ± 0.000015MZ
± 0.000035�↵

had

± 0.000010↵S ± 0.000001MH
± 0.000047

�
theo

sin2✓f
e↵

,

= 0.23149± 0.00007tot , (3)

where the largest uncertainty is theoretical followed by the uncertainties on �↵
(5)
had(M

2
Z) and mt.

An important consistency test of the SM is the simultaneous indirect determination of mt and
MW . A scan of the confidence level (CL) profile of MW versus mt is shown in Fig. 2 (top) for
the scenarios where the direct MH measurement is included in the fit (blue) or not (grey). Both
contours agree with the direct measurements (green bands and ellipse for two degrees of freedom).
The bottom panel of Fig. 2 displays the corresponding CL profile for the observable pair sin2✓`e↵ and
MW . The coloured ellipses indicate: green for the direct measurements; grey for the electroweak

5With the exception of R0

b , which was previously taken from [26] and was later corrected. For this comparison
the one-loop result [33] is used.

more precise than direct measurement (15 MeV)
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‣ also shown: SM fit with  
minimal input:  
MZ, GF, Δαhad(5)(MZ), αs(MZ),  
MH, and fermion masses
• good consistency

‣MH measurement allows for  
precise constraint on MW

• agreement at 1.4σ
‣ fit result for indirect determination of MW (full fit w/o MW):  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LHC-300 Scenario 
‣moderate improvement 

(~30%) of indirect 
constraint

• theoretical uncertainties 
already important

ILC Scenario 
‣ improvement of factor 3 

possible, similar to direct 
measurement

Fit Results:

Measurement uncertainty for ILC: 5 MeV
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� 1.9
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MeV = 2.3
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�MW = 1.7MZ � 0.1mt � 1.2sin2 ✓f
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‣ determination of mt from  
Z-pole data (fully obtained  
from rad.  
corrections ~mt2)
‣ alternative to direct  

measurements
‣MH allows for significantly  

more precise determination  
of mt  

‣ similar precision as determination from σtt , good agreement
‣ dominated by experimental precision

mt = 177.0± 2.3MW ± 2.3
sin

2✓f
eff

± 0.6↵s ± 0.5
�↵had ± 0.4MZ GeV
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sin

2✓f
eff

± 0.6↵s ± 0.5
�↵had ± 0.4MZ GeV

= 177.0± 2.4
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± 0.5
theo

GeV

mt = 177.0± 2.3MW ± 2.3
sin

2✓f
eff

± 0.6↵s ± 0.5
�↵had ± 0.4MZ GeV

= 177.0± 2.4
exp

± 0.5
theo

GeV

,
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‣ improvement due to 
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Fit Results:
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‣ similar precision as present world average of mtkin from hadron colliders
‣ still dominated by experimental precision
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‣ all measurements directly  
sensitive to sin2θleff  
removed from fit  
(asymmetries, partial widths)

• good agreement with  
minimal input

‣MH measurement allows for  
precise constraint 

‣ fit result for indirect determination of sin2θleff :  

2 Update of the global electroweak fit 8

fit results (fourth column of Tab. 2) with the direct measurements (first column of Tab. 2) in units
of the measurement uncertainty. Also shown is the impact of the two-loop result for the Z partial
widths and the O(↵t↵

3
s) correction to MW , compared to the calculations previously used5 [8]. The

right-hand panel of Fig. 1 displays the comparison of both the global fit result and the direct
measurements with the indirect determination (fifth column of Tab. 2) for each observable in units
of the total uncertainty, defined as the uncertainty of the direct measurement and the indirect
determination added in quadrature. Note that in the case of ↵s(M2

Z) the direct measurement
displayed is the world average value [45], which is otherwise not used in the fit.

The availability of the two-loop corrections to the Z partial widths and �0
had allows the determi-

nation of ↵s(M2
Z) to full NNLO and partial NNNLO level. We find

↵s(M
2
Z) = 0.1196± 0.0028 exp ± 0.0006�

theo

RV,A
± 0.0006�

theo

�i
± 0.0002�

theo

�0

had

= 0.1196± 0.0030 tot , (1)

where the theoretical uncertainties due to missing higher order contributions are significantly larger
than previously estimated [8]. This is largely due to the variation of the full O(↵4

s) terms in the
radiator functions, and to the uncertainties on the Z partial widths and �0

had, not assigned before.

The fit indirectly determines the W mass to be

MW = 80.3584± 0.0046mt ± 0.0030�
theo

mt ± 0.0026MZ
± 0.0018�↵

had

± 0.0020↵S ± 0.0001MH
± 0.0040�

theo

MW
GeV ,

= 80.358± 0.008tot GeV . (2)

providing a result which exceeds the precision of the direct measurement. The di↵erent uncertainty
contributions originate from the uncertainties on the input values of the fit, as quoted in the second
column in Table 2. Simple error-propagation is applied to evaluate their impact on the prediction
of MW . At present, the largest uncertainties are due to mt, both experimental and theoretical,
followed by the theory and MZ uncertainties.

Likewise, the indirect determination of the e↵ective leptonic weak mixing angle, sin2✓`e↵ , gives

sin2✓`e↵ = 0.231488± 0.000024mt ± 0.000016�
theo

mt ± 0.000015MZ
± 0.000035�↵

had

± 0.000010↵S ± 0.000001MH
± 0.000047

�
theo

sin2✓f
e↵

,

= 0.23149± 0.00007tot , (3)

where the largest uncertainty is theoretical followed by the uncertainties on �↵
(5)
had(M

2
Z) and mt.

An important consistency test of the SM is the simultaneous indirect determination of mt and
MW . A scan of the confidence level (CL) profile of MW versus mt is shown in Fig. 2 (top) for
the scenarios where the direct MH measurement is included in the fit (blue) or not (grey). Both
contours agree with the direct measurements (green bands and ellipse for two degrees of freedom).
The bottom panel of Fig. 2 displays the corresponding CL profile for the observable pair sin2✓`e↵ and
MW . The coloured ellipses indicate: green for the direct measurements; grey for the electroweak

5With the exception of R0

b , which was previously taken from [26] and was later corrected. For this comparison
the one-loop result [33] is used.
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more precise than determination from LEP/SLD (1.6×10-4)
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� sin2 ✓f
e↵

= (1.0
theo

� 2.0
exp

) · 10�5 = (2.3
tot

) · 10�5

LHC-300 Scenario 
‣ large improvement of indirect 

constraint

• compromised by today’s  
theoretical uncertainties

ILC Scenario 
‣ Indirect constraint and direct 

measurement comparable 
precision

Fit Results:

Measurement uncertainty for ILC: 1.3⋅10−5

� sin2 ✓fe↵ = (1.7MW � 1.2MZ � 0.1mt � 1.5�↵had � 0.1↵s) · 10�5
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4 Status and prospects for the Higgs couplings determination

To test the validity of the SM and look for signs of new physics, precision measurements of the
properties of the Higgs boson are of critical importance. Key are the couplings to the SM fermions
and bosons, which are predicted to depend linearly on the fermion mass and quadratically on the
boson mass.

Modified Higgs couplings have been probed by ATLAS and CMS in various benchmark models [57–
64]. These employ an e↵ective theory approach, where higher-order modifiers to a phenomenolog-
ical Lagrangian are matched at tree-level to the SM Higgs boson couplings. In one popular model
all boson and all fermion couplings are modified in the same way, scaled by the constants V and
F , respectively, where V = F = 1 for the SM. This benchmark model uses the explicit assump-
tion that no other new physics is present, e.g., there are no additional loops in the production
or decay of the Higgs boson, and no invisible Higgs decays and undetectable contributions to its
decay width. For details see Ref. [65].

The combined analysis of electroweak precision data and Higgs signal-strength measurements has
been studied by several groups [5, 9, 66–71]. The main e↵ect of this model on the electroweak preci-
sion observables is from the modified Higgs coupling to gauge bosons, and manifests itself through
loop diagrams involving the longitudinal degrees of freedom of these bosons. The corrections to
the Z and W boson propagators can be expressed in terms of the S, T parameters [66],

S =
1

12⇡
(1� 2V ) ln

⇤2

M2
H

, T = � 3

16⇡ cos2✓`e↵
(1� 2V ) ln

⇤2

M2
H

, ⇤ =
�q

|1� 2V |
, (5)

and U = 0. The cut-o↵ scale ⇤ represents the mass scale of the new states that unitarise lon-
gitudinal gauge-boson scattering, as required in this model. Note that the less V deviates from
one, the higher the scale of new physics. Most BSM models with additional Higgs bosons giving
positive corrections to the W mass predict values of V smaller than 1. Here the nominator � is
varied between 1 and 10 TeV, and is nominally fixed to 3 TeV (4⇡v).

Figure 8 (top) shows the predictions for S and T , profiled over V and �, together with the allowed
regions for S and T from the current electroweak fit. The length of the predicted line covers a
variation in V between [0, 2], the width covers the variation in �.

The bottom panel of Fig. 8 shows V and F as obtained from a private combination of ATLAS
and CMS results using all publicly available information on the measured Higgs signal strength
modifiers µi. Also shown is the combined constraint on V (and F ) from the LHC experiments
and the electroweak fit.

The published Higgs coupling measurements of µggF+ttH versus µVBF+VH from ATLAS and CMS
used in this combination are summarised in Table 5. The measurements from the ATLAS Higgs to
di-boson channels are published likelihood scans [57]. The CMS results in Table 5 are approximate
values derived from public likelihood iso-contour lines. Correlations of the theory and detector
related uncertainties between the various µi are neglected in the combination, as these are not
provided by the experiments. We find that the individual experimental combinations of ATLAS and
CMS for V (and F ) are approximately reproduced by this simplified procedure. The measured
values from this combination are V = 1.026+0.042

�0.044 and F = 0.88+0.10
�0.09.
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‣ consider specific model in κ parametrisation:

• scaling of Higgs-vector boson (κV) and  
Higgs-fermion couplings (κF), with no invisible/undetectable widths

‣main effect on EWPD due to modified Higgs coupling to gauge bosons (κV)  
[Espinosa et al. arXiv:1202.3697, Falkowski et al. arXiv:1303.1812], etc 

‣ correlation between κV and MW

• slightly smaller values of MW  
preferred
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Higgs coupling  
measurements: 
‣ κV = 0.99 ± 0.08
‣ κF = 1.01 ± 0.17

‣Combined result:  
‣ κV = 1.03 ± 0.02   

(λ = 3 TeV)

‣ implies NP-scale of  
Λ ≥ 13 TeV

20

‣ some dependency for κV in central value [1.02-1.04] and error [0.02-0.03] 
on cut-off scale λ [1-10 TeV]
• EW fit sofar more precise result for κV than current LHC experiments
• EW fit has positive deviation of κV from 1.0

- many BSM models: κV < 1

κ F

κV
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‣ competitive results between EW fit and Higgs coupling measurements!
• precision of about 1%
‣ ILC/GigaZ offers fantastic possibilities to test the SM and constrain NP 



3 Prospects of the electroweak fit with the LHC and ILC/GigaZ 13

Experimental input [±1�
exp

] Indirect determination [±1�
exp

, ±1�
theo

]

Parameter Present LHC ILC/GigaZ Present LHC ILC/GigaZ

MH [GeV] 0.2 < 0.1 < 0.1 +31
�26 ,

+10
�8

+20
�18 ,

+3.9
�3.2

+6.8
�6.5 ,

+2.5
�2.4

MW [MeV] 15 8 5 6.0, 5.0 5.2, 1.8 1.9, 1.3

MZ [MeV] 2.1 2.1 2.1 11, 4 7.0, 1.4 2.5, 1.0

mt [GeV] 0.8 0.6 0.1 2.4, 0.6 1.5, 0.2 0.7, 0.2

sin2✓`e↵ [10�5] 16 16 1.3 4.5, 4.9 2.8, 1.1 2.0, 1.0

�↵5
had(M

2
Z) [10�5] 10 4.7 4.7 42, 13 36, 6 5.6, 3.0

R0
l [10�3] 25 25 4 – – –

↵S(M2
Z) [10�4] – – – 40, 10 39, 7 6.4, 6.9

S|U=0 – – – 0.094, 0.027 0.086, 0.006 0.017, 0.006

T |U=0 – – – 0.083, 0.023 0.064, 0.005 0.022, 0.005

V (� = 3TeV) 0.05 0.03 0.01 0.02 0.02 0.01

Table 3: Current and extrapolated future uncertainties in the input observables (left), and the precision
obtained for the fit prediction (right). Where two uncertainties are given, the first is experimental and the
second theoretical. The value of ↵S(M2

Z) is not used directly as input in the fit. The uncertainty in the
direct MH measurements is not relevant for the fit and therefore not quoted. For all indirect determinations
shown (including the present MH determination) the assumed central values of the input measurements
have been adjusted to obtain a common fit value of MH = 125 GeV. The simplified fit setup used to derive
the numbers in this table leads in some cases to reduced constraints on observables as can be seen by
comparing the uncertainties of the present scenarios (fifth column) with the last column of Table 2. See
text for more details.

For both future scenarios we assume that the uncertainty in �↵
(5)
had(M

2
Z) will reduce from currently

10 · 10�5 down to 4.7 · 10�5. The improvement is expected due to updated e+e� ! hadrons cross
section measurements below the charm threshold from the completion of ongoing BABAR and
VEPP-2000 analyses, improved charmonium resonance data from BES-III, and a better knowledge
of ↵S from reliable Lattice QCD predictions [56].

The present and projected experimental uncertainties for the observables used in the simplified
electroweak fit are summarised in the left columns of Table 3.

To match the experimental precision significant theoretical progress is required. Leaving aside the
ambiguity in mt discussed above, the presently most important theoretical uncertainties a↵ecting
the fit are those related to the predictions of MW and sin2✓fe↵ . For the future scenarios, we assume

that the present uncertainties of �theoMW = 4 MeV and �theo sin2✓
f
e↵ = 4.7 · 10�5 reduce to 1 MeV

and 10�5, respectively. This reduction will require ambitious three-loop electroweak calculations.
The leading theoretical uncertainties on the partial Z decay widths, �0

had, and the radiator functions
play a smaller role in the present fit. For the future scenarios the uncertainty estimates given in
Table 1 are assumed to be reduced by a factor of four, similar to the uncertainties on MW and
sin2✓fe↵ .

Roman Kogler Fits of EWPO in the SM
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mt [GeV] 0.8 0.6 0.1 2.4, 0.6 1.5, 0.2 0.7, 0.2

sin2✓`e↵ [10�5] 16 16 1.3 4.5, 4.9 2.8, 1.1 2.0, 1.0

�↵5
had(M

2
Z) [10�5] 10 4.7 4.7 42, 13 36, 6 5.6, 3.0

R0
l [10�3] 25 25 4 – – –

↵S(M2
Z) [10�4] – – – 40, 10 39, 7 6.4, 6.9

S|U=0 – – – 0.094, 0.027 0.086, 0.006 0.017, 0.006

T |U=0 – – – 0.083, 0.023 0.064, 0.005 0.022, 0.005

V (� = 3TeV) 0.05 0.03 0.01 0.02 0.02 0.01

Table 3: Current and extrapolated future uncertainties in the input observables (left), and the precision
obtained for the fit prediction (right). Where two uncertainties are given, the first is experimental and the
second theoretical. The value of ↵S(M2

Z) is not used directly as input in the fit. The uncertainty in the
direct MH measurements is not relevant for the fit and therefore not quoted. For all indirect determinations
shown (including the present MH determination) the assumed central values of the input measurements
have been adjusted to obtain a common fit value of MH = 125 GeV. The simplified fit setup used to derive
the numbers in this table leads in some cases to reduced constraints on observables as can be seen by
comparing the uncertainties of the present scenarios (fifth column) with the last column of Table 2. See
text for more details.

For both future scenarios we assume that the uncertainty in �↵
(5)
had(M

2
Z) will reduce from currently

10 · 10�5 down to 4.7 · 10�5. The improvement is expected due to updated e+e� ! hadrons cross
section measurements below the charm threshold from the completion of ongoing BABAR and
VEPP-2000 analyses, improved charmonium resonance data from BES-III, and a better knowledge
of ↵S from reliable Lattice QCD predictions [56].

The present and projected experimental uncertainties for the observables used in the simplified
electroweak fit are summarised in the left columns of Table 3.

To match the experimental precision significant theoretical progress is required. Leaving aside the
ambiguity in mt discussed above, the presently most important theoretical uncertainties a↵ecting
the fit are those related to the predictions of MW and sin2✓fe↵ . For the future scenarios, we assume

that the present uncertainties of �theoMW = 4 MeV and �theo sin2✓
f
e↵ = 4.7 · 10�5 reduce to 1 MeV

and 10�5, respectively. This reduction will require ambitious three-loop electroweak calculations.
The leading theoretical uncertainties on the partial Z decay widths, �0

had, and the radiator functions
play a smaller role in the present fit. For the future scenarios the uncertainty estimates given in
Table 1 are assumed to be reduced by a factor of four, similar to the uncertainties on MW and
sin2✓fe↵ .
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‣ Theory uncertainty needs to be reduced if we want to achieve the 
ultimate precision with the LHC!
‣ Future e+e− collider: fantastic possibilities for consistency tests of the SM 

on loop level and NP constraints
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2,5
1,6

5,1
4,3

2,5 2,6
0,8

4,8
3,5

2,5

                                                     

0,3
0,6

1,2 0,1

1,7

δMZ δΔαhadδmtop δsin2(θleff) δαs

Today 

δmeas  = 15 MeV

δfit     =   8 MeV

δfittheo =   5 MeV

LHC-300 

δmeas  =   8 MeV

δfit     =   6 MeV

δfittheo =   2 MeV

ILC/GigaZ 

δmeas  =   5 MeV

δfit     =   2 MeV

δfittheo =   1 MeV

Impact of individual uncertainties on δMW in fit (numbers in MeV)

Improved theoretical precision needed already for the LHC-300!

Uncertainties on MW
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‣ extend the scalar sector by another doublet
‣ studies of Z2 Type-1 and Type-2 2HDMs

• difference in the coupling to down-type quarks
• Type-2 related to MSSM, but less constrained
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Two Higgs Doublet Models
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5

Type I and Type II Type I Type II

Higgs CV CU CD CU CD

h sin(� � ↵) cos↵/ sin� cos↵/ sin� cos↵/ sin� �sin↵/ cos�

H cos(� � ↵) sin↵/ sin� sin↵/ sin� sin↵/ sin� cos↵/ cos�

A 0 cot� � cot� cot� tan�

TABLE I: Tree-level vector boson couplings CV (V = W,Z) and fermionic couplings CF (F = U,D)

normalized to their SM values for the Type I and Type II 2HDMs.

A. Scan ranges and procedures

As in [29], we employ a modified version of the code 2HDMC [33, 34] for our numerical

calculations. All relevant contributions to loop-induced processes are taken into account,

in particular those with heavy quarks (t and b), W± and H±. A number of di↵erent input

sets can be used in the 2HDMC context. We have chosen to use the “physical basis” in which

the inputs are the physical Higgs masses (mh,mH ,mA,mH±), the vacuum expectation value

ratio (tan �), and the CP -even Higgs mixing angle, ↵, supplemented by m2
12. The additional

parameters �6 and �7 are assumed to be zero as a result of a Z2 symmetry being imposed

on the dimension-4 operators under which H1 ! H1 and H2 ! �H2. m2
12 6= 0 is allowed as

a “soft” breaking of the Z2 symmetry. With the above inputs, �1,2,3,4,5 as well as m2
11 and

m2
22 are determined (the latter two via the minimization conditions for a minimum of the

vacuum) [7]. We scan over the following ranges:3

↵ 2 [�⇡/2,+⇡/2] , tan � 2 [0.5, 60] , m2
12 2 [�(2 TeV)2, (2 TeV)2] ,

mA 2 [5 GeV, 2 TeV] , mH± 2 [m⇤, 2 TeV] , (2)

where m⇤ is the lowest value of mH± allowed by LEP direct production limits and B physics

constraints. The LEP limits on the H± are satisfied by requiring mH± � 90 GeV. The lower

bounds from B physics are shown as a function of tan� in Fig. 15 of [8] in the case of the

Type II model (roughly m⇤ ⇠ 300 GeV in this case) and in Fig. 18 of [8] in the case of the

3 The upper and lower bounds on tan� are chosen to ensure that the bottom and top Yukawa couplings,

respectively, lie within the perturbative region. Unlike the Z2 symmetric 2HDM which constrains tan� .
7 [22], high tan� values are allowed when the Z2 symmetry is softly broken. A safe upper limit, as adopted

here, is tan�  60.

Preliminary ‣ constraints derived 
from EWPD using 
S,T,U formalism

‣ lightest scalar  
Mh = 125.1 GeV

‣weak constraints 
on masses, since 
tanβ and cos(β-α) 
are unconstrained

(see talk by M. Beckingham)



‣ coupling measurements place important constraints on 2HDMs
‣ predictions of BRs using 2HDMC [D. Eriksson et al., CPC 181, 189 (2010)]

‣ 7 additional, unconstraint parameters (4 masses, 2 angles, soft breaking scale):  
importance sampling with MultiNest [F. Feroz et al., arXiv:1306.2144]

‣ additional constraints from flavour data
• B→Xs γ: tanβ > 1            • Bs→µµ : constraints depending on MH and MH±
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Preliminary Preliminary

cos(β−α)

ta
n 
β

ta
n 
β

cos(β−α)

MH± = 250 GeVMH± = 250 GeV

Type-1 Type-2



‣ for given MH± tight constraints from H coupling measurements and EWPD
‣ expect improvement from direct searches at the LHC
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Preliminary


