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	FORCES
· Infrastructure matérielle
· Infrastructure d’hébergement mutualisée et potentiellement extensible, efficace énergétiquement, avec les compétences pour les gérer ; en particulier l’infrastructure P2IO (salles Vallée et Plateau).
· Ressources importantes avec un accès flexible (GRIF) : particulièrement adapté aux besoins en physique des hautes énergies et physique nucléaire.
· Infrastructures de calcul propres tels le Mésocentre COAST.
· Accès réseaux redondants et bande passante importante (> 50 Gb/s consolidés).
· Compétences, RH et organisation
· Couverture de toutes les principales expertises informatiques en développement et génie logiciel.
· Couverture de toutes les principales expertises informatiques en administration systèmes.
· Gestion inter-labo de la salle Vallée.
· Responsabilités importantes dans l’informatique des expériences.
· Online : liens forts entre ingénieurs logiciel, électronique et physiciens sur technologies de développement
	FAIBLESSES
· Fragmentation des expertises entre les différents laboratoires, particulièrement pour les activités et compétences en développement logiciel.
· Manque de connexion avec la recherche en sciences informatiques (participation aux écoles doctorales d’informatique, thèses/HDR informatiques, etc.) ; faible implication dans des projets R&D informatique européens/ANR et impact sur les financements ; faiblesse des liens avec l’industrie sur les R&D informatiques.
· Participation faible aux activités d’enseignement par rapport au nombre d’experts (Cf. manque de moyens).
· Offline : faiblesse des liens entre ingénieurs et physiciens sur les technologies de développement et de génie logiciel.
· Dépendance à des tutelles très différentes (CEA, CNRS, X...) avec des contraintes parfois incompatibles ; dépendances aux contraintes propres de gestion de l’informatique dans les différentes organisations.
· Absence de vision/ambition sur ce que devrait être une contribution collective P2I au développement informatiques des expériences.



	OPPORTUNITES
· Maison de la simulation : proximité des experts en calcul HPC.
· Labex P2IO VirtualData : travail en commun depuis 5 ans, particulièrement pour les ASR. 
· HEP Software Foundation : incitation à la mise en commun des expertises et à la synergie entre projets.
· Richesse de la R&D sur UPSay dans différents domaines ; ex : Digiteo, data Science, parallélisme, visualisation, frameworks pour le online (Mordicus).



	MENACES	
· Développement offline : poids déterminant des technologies, frameworks, langages, etc. des projets, rendant difficile la constitution d’un pôle d’expertise P2I spécifique.
· Diminution des moyens humains au fil des ans : menace sur certaines expertises (par ex. réduites à une seule personne.
· Manque de moyens pour mener la R&D indispensable à la constitution de technologies et outils logiciels pour les projets P2I.
· Renforcement des règles de sécurité informatique (PSSI de l'état français) rendant plus difficile le travail commun.
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