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For the journal, see Machine Learning (journal).

Machine learning is a subfield of computer sciencel'] that evolved from the study of pattern recognition and computational learning theory in artificial intelligence.!'! In 1958,
Arthur Samuel defined machine learning as a "Field of study that gives computers the ability to learn without being explicitly programmed". 1% Machine leaming explores the
study and construction of algorithms that can learn from and make predictions on data.l%l Such algorithms operate by building a model fram example inputs in order to make
data-driven predictions or decisions,¥2 rather than following strictly static program instructions.

Machine learning is closely related to and often overlaps with computational statistics; a discipline which also focuses in prediction-making through the use of computers. It has ‘

strong ties to mathematical optimization, which delivers methods, theory and application domains to the field. Machine learning is employed in a range of computing tasks V\
s include spam filtering, optical character recognition (OCR),1%! search engines and
computer vision. Machine learning is sometimes conflated with data mining,®! where the latter sub-field focuses more on exploratory data analysis and is known as

where desi and g explicit alg is

unsupervised learning. M4IVil7]
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Artificial intelligence article in Wikipedia

https:/fen.wikipedia.org/wiki/Artificial_intelligence

intelligence. 601

Learning |[edit]
Main article: Machine learning

Machine learning is the study of computer algorithms that improve automatically through experience!®'182! and has been central to Al research since the field's inception.

UnBlipervisedisaring is the ability to find patterns in a stream of input. Supervised learning includes both classification and numerical regression. Classification is used |
what category something belongs in, after seeing a number of examples of things from several categories. Regression is the attempt to produce a function that describes
predicts how the 01 puts should change as the inputs change. In reinforcement learning!®#! the agent is rewarded for good responses and punished for bad ones. The a¢
10 form a strategy fr operating in its problem space. These three types of learning can be analyzed in terms of decision theory, using concepts like utility. The mathemat
their performance ifla branch of theoretical computer science known as computational learning theory. (83!

‘Within developmen
human teachers, ani

| robotics, developmental learning approaches were elaborated for lifelong cumulative acquisition of repertoires of novel skills by a robot, through a.
using guidance mechanisms such as active learning, maturation, motor synergies, and imitation. [681E7)1881183]

Natural
Main article. NatiA

[edit]
bl language processing

ACM vocabulary

¢sHos:Concept rdf:about="#180168259" xml:lang="en">
sipreflabel xml:lang="en">Supervised learning</skos:
z: inScheme rdf:resource="htt
s:broader rdf:resource="#18g108253"/"
s:narroner rdf:iresource="#HBR3268" >
rnarrower rdf:resource="#*BRA3343"/ >
:narrower rdf:resource="F1lBA168263"/ >
:narrower rdf:resource=J*10016264"/ >
snarrower rdfiresourcesl #10016265"/ >
:narraner rdf:resourcef"#18018266" 7 2]
:Concept

Artificial intelligence : Supervised learning : http://raweb.inria.fr/rapportsactivite/RA2014/tao/uid70.html
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Section: New Results
Designing criteria
Participants : Jamal Atif, Aurélien Decelle, Cyril Furtiehner, Yoann Isaac, Alexandre Quemy, Yann Ollivier, Marc Schoenauer, Michéle Sebag.

This SIG, rooted on the claim that What matters is the criterion, aims at defining new learning or optimization objectives reflecting fundamental properties o
problem or the expert prior knowledge.

A statistical physics perspective
With motivating applications in large scale inference problems like traffic onngssﬂons we are pursuing our quest of pramml solutions 1o inverse proble
‘where a method is 1o invert a Gaussian Markov random field and spectral wel use of belief

inference algorithm (see hitps://who.rocq.inria.fr/Jean-Marc.L A more spee(ﬁc modsl for traffic inference has
developped in [11] . A method adapted to the generalized belief pfopagabm iramtmofk aiming at adressing directly and systematically the loop correc
of scalability is about to be completed.

Mu!ﬁ-olqmm ATC
new Bayesian approach of Air Traffic Control belongs to this SIG, but was described in the Section 4.2 . Main publications are Gaétan Marceau's |
corvsapondmg PPSN paper [38] , [59] .
Programming by Feedback

Riad Akrour's PhD work on Preference Based Learning [1] culminated with the addition of a model for the user's competence in the -nlemclwe leaming
resulting original paradigm, the user is sequentially proposed a series of behaviors and is only asked "Hot-or-cold” questions. The by Feu
115] will hopefully initiate a general way to allow non-digitally-proficient users to nevertheless control the behavior of software-based nwms In their env

Multi-objective Al Planning

This activity had almost stopped since the end of the DESCARWIN ANR project. However, a productive it hip
domain together with an exact solver ensuring the knowledge of the true Pareto front [41] , [40)] .

Algorithm Selection
Algorithm Selection can be viewed as a Collaborative Filtering problem, in which a problem "likes" an algorithm that is able to solve it. Initiated during A
ERCIM postdoc in 2013, this idea has also been applied for Process Management [43] , and is the basis of Frangois Gonards's PhD funded by IRT Sy
context of aeronautics and car industry.

Outlier rejection in classification
An original approach based on One-Class SVM has been proposed during Blaise Hanczar's on year delegation at TAO (28] .

Learning sparse representations by auto-encoders
Auto-encoders (AE) are a widely used tool for unsupervised leaming, which consists of a neural network trained to reconstruct its own input via smallet
Iayers. The usual training criterion is the reconstruction error, however, the usual justification for AE Is to leam a more compact data representation. In
this latter cnlenon us«r\g Mlnlmum Description Length (MDL) and establish a comparison with the traditional reconstruction criterion. The MOL criterion
and fully an optimal noise level, contrary to the literature on denoising AES. More surprisingly, /
associators) - also e oes 6 s ‘sparse representations in the context of ﬁ 511

llted in some new in

ation System (CCS)"/>

TAO



Artificial intelligence : Supervised learning : http://raweb.inria.fr/rapportsactivite/RA2014/tao/uid70.html : TAO

<http://dl.acm.org/buildccscode.cfm?id=10010259&lid=f> a <http://dl.acm.org/ontology#code> ;
rdfs:label "'Supervised learning™ ; wdt:P2179 10010259 .
<https://en.wikipedia.org/w/index.php?title="Artificial_intelligence"> rdfs:label "Artificial intelligence™
wdt:P2179 10010259 ;

rdfs:seeAlso <http://raweb.inria.fr/rapportsactivite/RA2014/tao/uid70.html> .
<http://raweb.inria.fr/rapportsactivite/RA2014/tao/uid70.html> a inria:team ;

rdfs:label "TAO™ ; rdfs:comment ""Machine Learning and Optimisation™ ;

wdt:P2179 10010259 .

https://opendatal.opendata.u-psud.fr/sparql/
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Main page "Al" redirects here. For other uses, see Ai and Artificial intelligence (disambiguation)
Contents

R — Artificial intelligence (Al) is the intelligence exhibited by machines or software. It is als
Current events intelligent behavior. Major Al researchers and textbooks define this field as "the study al
Random article maximize its chances of success.!?! John McCarthy, who coined the term in 1955,1%! def
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Misinpage! "Al" redirects here. For other uses, see Ai and Artificial intelligence (disambiguation)
Contents

Featured content Artificial intelligence (Al) is the intelligence exhibited by machines or software. It is als
Current evenls intelligent behavior. Major Al researchers and textbooks define this field as "the study a
Random article maximize its chances of success.[?l John McCarthy, who coined the term in 1955, def
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s Supervised learning : SIROCCO (Analysis reprasentation, compression and communication of visual data). Source : 2014 Annual report
s Supervised learning : STARS (Spatio-Temporal Activity Recognition Systems). Source : 2014 Annual report

s Supervised learning : TAO {Machine Learning and Optimisation). Source : 2014 Annual report

s Support vector machines : ALPAGE (Large-scale deep linguistic processing). Source : 2014 Annual report

s Support vector machines : AVIZ (Analysis and Visualization). Source : 2014 Annual report

» Support vector machines : AYIN (Models of spatio-temporal structure for high-resolution image processing). Source : 2014 Annual report
s Support vector machines : BONSAI (Bicinformatics and Sequence Analysis). Source : 2014 Annual report

s Support vector machines : CAIRN (Energy Efficient Computing Architectures). Source : 2014 Annual report
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m—— This activity had almost stopped since the end of the DESCARWIN ANR project. However, a produc
in the ZenoTravel domain together with an exact solver ensuring the knowledge of the true Pareto fn
Project-Team Tao Algorithm Selection
Algorithm Selection can be viewed as a Collaborative Filtering problem, in which a problem "likes" ai
Members during Mustafa Misir's ERCIM postdoc in 2013, this idea has also been applied for Process Manage!
Overall Objectives Gonards's PhD funded by IRT SystemX in the context of aeronautics and car industry.
» Presentation
+ Context and overall goal of the project Qutlier rejection in classification
Research Program An original approach based on One-Class SVM has been proposed during Blaise Hanczar's on year

» The Four Pillars of TAO . .
Learning sparse representations by auto-encoders

Application Domains Auto-encoders (AE) are a widely used tool for unsupervised learning, which consists of a neural nety
- Mm smaller-dimensional layers. The usual training criterion is the reconstruction error, however, the usu:
B data representation. In [62] we formalize this latter criterion using Minimum Description Length (MDL

New Software and Platforms traditional reconstruction criterion. The MDL criterion has an interpretation as a denoising reconstruc
» METIS contrary to the literature on denoising AEs. More surprisingly, AE (aka Auto-associators) can also be
+ MoGo context of supervised learning [51] .

+ CMA-ES: Covariance Matrix Adaptation
Evolution Strategy
+ COmparina Continuous Optimizers
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