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Tevatron + ATLAS + CMS combination 2016

ü The cross-section agrees well for all measured collider energies:
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ü Independent F/R scales variation

ü Good overlap of various orders (LO, NLO, NNLO).

ü Suggests the (restricted) independent scale variation is a good estimate of missing 
higher order terms!

Good perturbative convergence

Scale variation @ Tevatron Scale variation @ LHC

This is very important: good control over the perturbative corrections justifies
less-conservative overall error estimate, i.e. more predictive theory. 

For more detailed comparison, including soft-gluon resummation, see arXiv 1305.3892
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LHC: general features at NNLO+NNLL

ü We have reached a point of saturation: uncertainties due to 

ü scales (i.e. missing yet-higher order corrections)  ~ 3%
ü pdf (at 68%cl) ~ 2-3%
ü alphaS (parametric) ~ 1.5%
ü mtop (parametric)                                              ~ 3%

à All are of similar size!

ü Soft gluon resummation makes a difference: scale uncertainty 5% à 3%

ü The total uncertainty tends to decrease when increasing the LHC energy
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Fully differential tt production at hadron colliders
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The LHC top PT discrepancy 
ü Since 2012 there has been a consistent discrepancy between top quark measurements and SM

ü Several qualifications:

ü Lepton- and jet-based observable appear to be fine.
ü Top quark-level ones – no so much.

ü But tops are not measured; they are “inferred” from data using MC’s.

ü Therefore, any discrepancy between SM top quark predictions and ‘measurements’ are 
testing how well current MC’s describe top production.

ü Implications are very broad and go much beyond top physics: Higgs, BSM.

20 6 Normalized differential cross sections
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Figure 9: Normalized differential tt production cross section in the `+jets channels as a function
of the pt

T (top left), the tt rest frame pt⇤
T (top right), and the rapidity yt (bottom left) of the

top quarks or antiquarks, and the difference in the azimuthal angle between the top quark
and the antiquark Df(t,t̄) (bottom right). The data points are placed at the midpoint of the
bins. The inner (outer) error bars indicate the statistical (combined statistical and systematic)
uncertainties. The measurements are compared to predictions from MADGRAPH+PYTHIA6,
POWHEG+PYTHIA6, POWHEG+HERWIG6, MC@NLO+HERWIG6, and to approximate NNLO [16]
calculations, when available. The lower part of each plot shows the ratio of the predictions to
data.
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Figure 12: Normalized differential tt production cross section in the dilepton channels as a
function of the pt

T (top left), the tt rest frame pt⇤
T (top right), and the rapidity yt (bottom left) of

the top quarks or antiquarks, and the difference in the azimuthal angle between the top quark
and the antiquark Df(t,t̄) (bottom right). The data points are placed at the midpoint of the
bins. The inner (outer) error bars indicate the statistical (combined statistical and systematic)
uncertainties. The measurements are compared to predictions from MADGRAPH+PYTHIA6,
POWHEG+PYTHIA6, POWHEG+HERWIG6, MC@NLO+HERWIG6, and to approximate NNLO [16]
calculations, when available. The lower part of each plot shows the ratio of the predictions to
data.
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The LHC top PT discrepancy 
ü There are two obvious theory sources:

• Higher order corrections that we 
know are not inside MC’s (NNLO 
QCD for example)

• Possible deficiencies in MC’s: 
treatment of color, recoil, 
hadronization, etc.

ü Goal: clarify the role of NNLO QCD 
(before we start adjusting MC’s!)

ü NNLO QCD corrections systematically 
improve the agreement with CMS 
data. 

ü Let’s review some features of the 
calculation

Cavendish-HEP-15/yy, TTK-15-zz

Top quark pair di↵erential distributions for the LHC

Michal Czakon,1 David Heymes,2 and Alexander Mitov2

1Institut für Theoretische Teilchenphysik und Kosmologie,
RWTH Aachen University, D-52056 Aachen, Germany

2Cavendish Laboratory, University of Cambridge, Cambridge CB3 0HE, UK

We present predictions for top quark pair di↵erential distributions measured at the LHC. Our
result is based on fully di↵erential calculation in NNLO QCD which is exact and complete. Our
results improve the agreement between existing LHC measurements and LHC data thus, hopefully,
helping to alleviate the existing tension between LHC measurements and Standard Model predictions
for the top quark transverse momentum distribution. We note that the invariant mass distribution
is very stable with respect to higher order corrections which makes it well suitable, for example, for
searches for physics beyond the Standard Model.

INTRODUCTION

There is remarkable overall agreement between Stan-
dard Model (SM) predictions for top quark pair produc-
tion and LHC measurements. Measurements of the total
inclusive cross-section at 7 TeV, 8 TeV [1–3] and, since
few months ago, 13 TeV [4, 5] agree well with Next-to-
Next-to Leading Order (NNLO) QCD predictions [6–11].
Di↵erential measurements of final state leptons and jets
are generally well-described by existing NLO QCDMonte
Carlo (MC) generators. Concerning top quark di↵eren-
tial distributions, the description of top quark P

T

has
long been in tension with data [12–14]; see also the latest
di↵erential measurements in the bulk [15] and boosted
top [16] regions. First 13 TeV measurements have just
appeared [17, 18] and they show similar results, i.e. MC
predictions tend to be harder than data.

This so-called top P
T

“discrepancy” has long been a
reason for concern. Since the top quark is not measured
directly, but is inferred from its decay products, any dis-
crepancy between top-quark-level data and SM predic-
tion implies that, potentially, the MC generators used in
unfolding the data may not be accurate enough in their
description of top quark processes. Since the top is a
main background in most searches for physics beyond
the SM (BSM) any discrepancy in the SM top descrip-
tion may potentially a↵ect a broad class of processes at
the LHC, including BSM searches and Higgs physics.

The main “suspects” contributing to such a discrep-
ancy are possible deficiencies in MC event generators and
higher order SM corrections to top-pair production. The
goal of this work is to derive the so-far unknown NNLO
QCD corrections to the top quark P

T

spectrum at the
LHC and establish if these corrections bridge the gap be-
tween LHC measurements, propagated back to top quark
level with current MC event generators, and SM predic-
tions at the level of stable top quarks.

Our calculations are for LHC at 8 TeV. They show
that the NNLO QCD corrections to the top quark P

T

spectrum are significant and must be taken into account
for proper modelling of this observable. The e↵ect of
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FIG. 1: Normalised top/antitop PT distribution vs. CMS
data [15]. NNLO error band from scale variation only.

NNLO QCD corrections is to soften the spectrum and
bring it closer to the 8 TeV CMS data [15].
The rest of this paper is organised as follows...

DETAILS OF THE CALCULATION

Our results are based on a fully di↵erential NNLO
QCD calculation of inclusive top-pair production at the
LHC. Similarly to our earlier Tevatron predictions for the
top-quark forward-backward asymmetry [19] this calcu-
lation is complete and exact, i.e. it includes all partonic
channels contributing at this order in perturbation the-
ory, without any approximation.
With some important modifications which we describe

Czakon, Heymes, Mitov 2015

(this calculation with fixed scales)
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Differential calculations with dynamic scales
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Figure 14. The pT,t/t̄ (left) and mtt̄ (right) distributions for LHC 13 TeV. Error bands are from scale
variation only.

Second, we would like to emphasise that besides pdf errors, the results we present here

will also be affected by the resummation of collinear logs and possibly by EW effects. Those

contributions will require dedicated future studies. In any case the NNLO QCD result com-

puted in this work offers the base for such future additions.

6 Conclusions

The main result of this work is the extension of the recently computed NNLO QCD differential

distributions for stable top quark pair production at the LHC beyond the small pT /mtt̄ regime

studied so far at LHC Run I. The results derived here make it possible to describe stable top

quark production into the multi-TeV regime which will be explored in detail during LHC Run

II. We have presented high-quality predictions for most top-quark distributions for both LHC

8 TeV and 13 TeV. Our results are in the form of binned distributions and are computed

with three different pdf sets. All results are available for download in electronic form with

the Arxiv submission of this work. The relatively small bin sizes for our results, coupled with

their small Monte Carlo errors, would allow one to easily produce high-quality analytic fits to

all distributions. We expect that such fits could subsequently be used for further rebinning to

a different bin size, at the expense of tolerable errors. This way our results could be extended

to accommodate diverse bin configurations; in order to also allow for a (fast) change of parton

distribution sets we will release in the near future our results as fastNLO library tables. This

– 21 –

ü The quality of the calculation is very high. 

ü Note also the extended range.
Czakon, Heymes, Mitov 2016



to see the many very interesting talks.

Possible follow-up at Les Houches.
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On scale setting

ü Choice of scales is an open – perhaps underappreciated – problem which affects all collider 
processes.

ü It is hard to give a definite prediction for an unphysical scale; still, some solid approaches 
could be followed.

ü A first Workshop on scales and scale-setting took place 30-31 March 2017 in Cambridge

https://indico.cern.ch/e/scales
Please visit 

Organizers: 
Czakon, Huston, Mitov, Worek, Webber



u Several tried and tested choices:

u What are we looking for here?

u A scale that ensures fastest perturbative convergence (and agreement with data at low 
PT, where lots of data is available and well understood)

Choice of dynamic scales in top production
functional forms:

µ
0

⇠ mt , (3.1)

µ
0

⇠ mT =
q
m2

t + p2T , (3.2)

µ
0

⇠ HT =
q
m2

t + p2T,t +
q
m2

t + p2
T,¯t

, (3.3)

µ
0

⇠ H 0
T =

q
m2

t + p2T,t +
q
m2

t + p2
T,¯t

+
X

i

pT,i , (3.4)

µ
0

⇠ ET =

rq
m2

t + p2T,t

q
m2

t + p2
T,¯t

, (3.5)

µ
0

⇠ HT,int =
q
(mt/2)2 + p2T,t +

q
(mt/2)2 + p2

T,¯t
, (3.6)

µ
0

⇠ mt¯t , (3.7)

where the momentum pT entering the definition of mT in eq. (3.2) is either that of the top

or the antitop, depending on the distribution. The sum in the definition of H 0
T runs over

all massless partons present in the final state (at NNLO there could be up to two partons).

Finally, an important part of the process of choosing the functional form of µ
0

involves the

fixing of the proportionality constant, as signified by the ⇠ sign in the above equations. While

for brevity we focus our presentation on LHC 8 TeV, we have also verified that our conclusions

remain unchanged at LHC 13 TeV. Throughout this work we combine partonic cross-sections

and pdf of the same order (for example LO with LO). Resumed NNLO partonic cross-sections

are convoluted with NNLO pdf.

3.1 Total cross-section

We begin our investigation with the total inclusive cross-section based on the standard choice

µ
0

= mt and computed with two pdf sets: MSTW2008 [44] and NNPDF3.0 [45]. The total

cross-section is computed with the help of the program Top++ [43]. Besides the LO, NLO

and NNLO QCD corrections we also account for the soft-gluon resummation through NNLL

accuracy where available (i.e. for the total cross-section computed with a fixed scale µ
0

⇠ mt).

Two important observations can be made from fig. 1 and they turn out to be central for

this work: first, the scale for which perturbative convergence is maximised is slightly above

mt/2, i.e. that scale is significantly lower than the standard one µ
0

= mt. Second, the value

of the fixed order NNLO cross-section evaluated at the scale of fastest convergence is only

about 0.5% higher than the NNLO+NNLL resumed one evaluated at the usual scale µ
0

= mt,

i.e. the two values essentially agree (recall that 0.5% di↵erence is only a small fraction of the

scale uncertainty of the resummed result).

The numerical agreement between the fixed order result evaluated at a lower scale and

the usual resummed result is significant. First, in practical terms, such an agreement allows

the use of fixed order results without the need to worry about the numerical impact of soft-
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Figure 4. Comparison of the total cross-section at NNLO evaluated with di↵erent dynamic scales
and with two di↵erent pdf sets: MSTW2008NNLO (left) and NNPDF3.0NNLO (right). The symbols
on some of the lines are meant to help distinguish the various lines.

pT,t distribution, in this work we find strong support for the idea that a good dynamical scale

should, among other, resemble as much as possible the born-level observable for the process

of interest It seems to us this conclusion may also have implications for processes outside top

physics, or at a minimum , warrants similar investigations in other processes.

To summarise our discussion of scales setting for the total cross-section in fig. 4 we

compare all scales used so far for NNLO QCD (and NNLO+NNLL where available) and for

both pdf sets. From this figure it is easy to see that at this order of perturbation theory the

predictions are rather stable with respect to the choice of pdf set (at least for the pdf sets

we have studied) and that the choice of fastest convergence scale is rather clear cut which,

moreover, returns value for �
tot

which is in nearly perfect agreement with the so-far default

value for �
tot

evaluated with NNLO+NNLL at for scale µ = mt. From this figure it is also

evident that the scale behaviour of the total cross-section around the value µ/µ
0

= 1/2,

identified by us as in eq. (3.8) as best for perturbative convergence, is very regular and

monotonic.

3.2 Di↵erential distributions

In determining the functional form of the scale µ
0

one is constrained by the following limiting

cases: at pT ! 0 we have µ
0

= c
0

mt, while at very large pT we have µ
0

= c1pT . The two

constants c
0

and c1 are a priori unknown as is the scale’s functional form that interpolates

between these two limits. The limit pT ! 0 is, however, strongly correlated with the total

cross-section. We will thus use the scale derived in section 3.1 in the context of the total

inclusive cross-section, to fix the constant c
0

. From eq. (3.8) we have c
0

= 1/2.

The scale µ
0

= HT /4 (3.8) also implies that c1 = 1/2. One, however, may wonder if the

large pT,t asymptotic behaviour should be the same in both limits. Indeed, in the past the

typical value for that constant was c1 = 1. Since �
tot

is not sensitive to this limit, one will
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in eq. 3.2. Both scales HT /4 and mT /2 have the same asymptotic behaviour in the limits

pT,t ! 0 and pT,t ! 1 thus arriving at the following “best” scale

µ
0

=

8
><

>:

mT
2

for : pT,t, pT,¯t and pT,t/¯t ,

HT
4

for : all other distributions .

(3.9)

Eq. (3.9) above is the main result of this work. In the following we present its justification

by the way of analysing di↵erential distributions.
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Figure 6. Comparison of the mtt̄ di↵erential cross-section at NNLO evaluated with five di↵erent
dynamic scales. All plots show ratios with respect to the default scale HT /4 (3.9): HT,int/2 (top left),
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NNLO differential with various dynamic scales (Mtt @ 8 TeV)
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Figure 6. Comparison of the mtt̄ differential cross-section at NNLO evaluated with five different
dynamic scales. All plots show ratios with respect to the default scale HT /4 (3.9): HT,int/2 (top left),
HT /2 (top right), mtt̄/4 (bottom left) and mtt̄/2 (bottom right). Error bands are from scale variation
only.

fastest perturbative convergence. We also notice that this scale leads to cross-section with

the smallest scale variation.

The comparison in fig. 6 demonstrates that mtt̄-based scales lead to poor perturbative

convergence. Even for an mtt̄-based scale that is as small as mtt̄/4 the deviation between the

absolute predictions is large and exceeds the size of the scale error. Such scales have been

used in the past [38, 39] as well as recently in the resummation-based work [40, 41]. Our

findings seem to indicate that the large corrections found in refs. [40, 41] are actually due to
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PDF dependence
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Figure 9. As in figs. 7,8 but for the ratios of the normalised pT,t/t̄ (left) and mtt̄ (right) distributions.

that end, in figs. 12,13 we show plots analogous to the ones in figs. 5,6 but with all curves

evaluated with the same NNLO pdf set (i.e. LO, NLO and NNLO partonic cross-sections

are all convoluted with the same NNLO pdf). Based on the conclusions above, the K-factors

for each scale should be pdf independent. We notice that all K-factors are very similar to

the ones in figs. 5,6 and most importantly, the K-factors for the “best” scale choices eq. (3.9)

are consistently the smallest ones, and the ones closest to unity, among all dynamic scales

considered by us.

5 Phenomenological applications

As stated in the introduction, the ultimate goal of seeking a robust dynamic scale for top-

pair production is to describe top production in the broadest kinematic ranges that will be

accessible at the LHC. Indeed, as shown in the previous sections, the “best” scales from

eq. (3.9) satisfy all our criteria for a “good” dynamic scale. In this work we calculate the

NNLO QCD corrections to all stable top quark observables that have so-far been measured

at the LHC. We have predictions for LHC at 8 TeV and 13 TeV. Specifically, we compute the

following distributions: pT,t/t̄, yt/t̄, mtt̄, pT,tt̄, ytt̄ , at LO, NLO and NNLO QCD and with

three different pdf sets: NNPDF3.0, MMHT2014 and CT14. 8

All results are available for download in electronic format with the Arxiv submission

of this paper. For this reason, and due to the very large number of distributions, we do

not specify here the bins and ranges of the various distributions. We would only like to

remark that in order to achieve high-quality multi-TeV predictions (for example, our 13 TeV

8The pT,tt̄ distribution is, strictly speaking, of NLO accuracy and can be easily obtained from the process

pp → tt̄j. For this reason we do not provide explicit results for the pT,tt̄ distribution here.
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ü Clearly, the predictions significantly depend on the choice of PDF set

LHC at 8 TeV:

ü For moderate Mtt/PT the PDF error starts to overcome the one from scales
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Tevatron distributions: absolute normalization
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Figure 10. NNLO QCD prediction for three di↵erential distributions (in Mtt̄, PT,t and |yt|) with
four pdf sets. Given are the ratios of the CT10, HERA 1.5 and NNPDF 2.3 based predictions with
respect to MSTW2008. For reference also the scale dependence of the MSTW2008 prediction is shown
(red band). For improved visibility, in the lower plots we compare the same predictions with the
available data from the DØ Collaboration [15].
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Figure 11. As in fig. 10 but for the normalised to unity distributions.

and |yt|. Additionally, in the upper plots we present the scale error of the MSTW2008 result,

while in the lower plots we compare with the available data from the DØ collaboration [15].

We observe that the spread among the pdf sets is comparable to the size of the NNLO

scale variation and only the HERA 1.5 prediction lies outside the scale error band. Since in

the kinematic range considered in this work pdf error is (much) smaller than the one due to
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Comparison of theory with LHC data

ü Comprehensive study of th/data agreement for many pdf sets

Czakon, Hartland, Mitov, Nocera, Rojo 2016

ü State of the art NNLO QCD versus ATLAS & CMS with 5 PDF sets

ü Dynamic scales (that ensure fastest convergence, at least through NNLO)

ü NNPDF3.0, CT14, MMHT2014, HERA2.0 , ABM12

ü Compared separately absolute normalizations and normalized distributions

ü Conclude that the differences between ATLAS and CMS data are as significant as the error of 
the theory prediction!
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Comparison of theory with LHC data
Czakon, Hartland, Mitov, Nocera, Rojo 2016
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Figure 5: Comparison between the NNLO predictions for the absolute (left) and normalized (right) ptT
di↵erential distributions in top-quark pair production and the corresponding CMS and ATLAS measure-
ments. The theoretical predictions have been computed with the NNPDF3.0, CT14 and MMHT14 sets
and include only the 1–� PDF uncertainties, while scale uncertainties are not shown. In the lower panels,
we display the same results now as the ratio to the central NNPDF3.0 prediction.

distributions constructed from the top-quark pair kinematics, in particular the rapidity yt¯t and
the invariant mass mt¯t of the pair. First of all, in Fig. 9 we compare the ATLAS and CMS
yt¯t measurements with the corresponding NNLO predictions obtained using NNPDF3.0, CT14
and MMHT14. Interestingly, unlike the cases of the ptT and yt distributions, the ATLAS and
CMS yt¯t measurements are now in good agreement, both at the level of absolute and normalized
distributions, both in the central and forward regions. As we will show, this has the important
consequence that yt¯t is the only distribution that can be satisfactorily described when ATLAS
and CMS datasets are included together in the same fit. Both for the absolute and the normalized
distributions, the theory predictions for yt¯t with the three PDF sets in Fig. 9 are consistent at
the one-sigma level (in units of the PDF uncertainty), and are also in reasonable agreement
with the experimental data. As in the case of the yt distribution, for forward rapidities the PDF
uncertainties from NNPDF3.0 are larger than those of the other two sets.

In Fig. 10 we show the corresponding comparison for the yt¯t distributions, finding a similar
trend as in the yt case in Fig. 8. For the absolute distribution, HERAPDF2.0 is somewhat lower
than NNPDF3.0, with almost touching error bands (this translates into a

p
2 sigma discrepancy

between the two sets); ABM12 is lower by an amount between 15% and 30% depending on the
specific bin. In the normalized distribution, ABM12 overshoots the predictions of the other two
PDF sets and the data for central rapidities and undershoots them in the forward region.

Finally we consider the di↵erential distribution in the invariant mass of the top-antitop pair,
mt¯t. An accurate theoretical and experimental understanding of this distribution is crucial in
many searches for BSM physics, where new states couple to top quarks. A prime example would
be the case of heavy resonances that decay into a tt̄ pair. Such decays would appear in the data
as an excess in the invariant mass distribution [70,73–75].
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Figure 6: Same as Fig. 5 for the HERAPDF2.0 and ABM12 PDF sets.

In Fig. 11 we show the NNLO predictions for the invariant mass distribution of the top-
antitop pair, mt¯t, using NNPDF3.0, CT14 and MMHT14. The first thing to note is the di↵erence
between the ATLAS and CMS measurements, especially in the absolute distribution and for
intermediate values of mt¯t. The di↵erence in the size of the overall experimental uncertainties is
also significant. For instance, despite being based on the same integrated luminosity, the ATLAS
uncertainty in the highest mt¯t bin is about four times larger than that of CMS. We also find that
the three PDF sets are in good agreement within uncertainties, with NNPDF3.0 exhibiting a
somewhat lower central value and larger uncertainties at high mt¯t as compared to the other two
sets. While the three PDF sets agree qualitatively with the ATLAS measurements, there seems
to be some tension with the CMS data, which exhibits lower central values in the intermediate
and high mt¯t regions and has smaller experimental uncertainties.

The corresponding comparison between NNPDF3.0, ABM12 and HERAPDF2.0 is shown in
Fig. 12, from which we observe common trends in the absolute and normalized distributions. The
HERAPDF2.0 prediction are lower than the NNPDF3.0 ones, with ABM12 being even lower,
by up to 40% (25%) in the highest mt¯t bin of the absolute (normalized) distribution. Given
that the ATLAS and CMS measurements seem to be pulling in opposite directions, the latter is
favored by the ABM12 prediction, while the former is in better agreement with NNPDF3.0 and
HERAPDF2.0.

Before moving to a more quantitative assessment of the agreement between data and theory,
we would like to compare the NNLO calculations with the experimental measurements of the
total cross-section listed in Table. 2. This comparison is useful because inclusive data provide
information on the overall normalisation of the gluon for the cases where normalized distributions
are fitted. In Fig. 13 we show the inclusive cross-sections from ATLAS and CMS at di↵erent
center-of-mass energies, compared to NNLO theory computed with top++ for the five PDF sets.
Results are shown as ratios to the central NNPDF3.0 predictions. The comparison follows the
trend observed at the level of absolute di↵erential distributions, with NNPDF3.0, MMHT14
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Figure 11: Same as Fig. 5 for the invariant mass distribution of the top-antitop pair, mtt̄.
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Figure 12: Same as Fig. 11, now for NNPDF3.0, ABM12 and HERAPDF2.0.
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Figure 11: Same as Fig. 5 for the invariant mass distribution of the top-antitop pair, mtt̄.
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ü Top ytt distribution at LHC 8 TeV

ü NNLO QCD versus ATLAS & CMS with 5 PDF sets

ü Compared separately absolute normalizations and normalized distributions
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Figure 9: Same as Fig. 5 for the rapidity distribution of the top-quark pair, ytt̄.
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Figure 10: Same as Fig. 9 now for NNPDF3.0, ABM12 and HERAPDF2.0.
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Figure 9: Same as Fig. 5 for the rapidity distribution of the top-quark pair, ytt̄.
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Figure 10: Same as Fig. 9 now for NNPDF3.0, ABM12 and HERAPDF2.0.
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ü Top yt distribution at LHC 8 TeV

ü NNLO QCD versus ATLAS & CMS with 5 PDF sets

ü Compared separately absolute normalizations and normalized distributions
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Figure 7: Same as Fig. 5 for the top quark rapidity distribution yt.
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Figure 8: Same as Fig. 7 now for NNPDF3.0, ABM12 and HERAPDF2.0.
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Figure 7: Same as Fig. 5 for the top quark rapidity distribution yt.
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Figure 8: Same as Fig. 7 now for NNPDF3.0, ABM12 and HERAPDF2.0.
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PDF from LHC data
ü Top production is very sensitive to the gluon PDF

ü No other process offers such access to the gluon PDF at large x!

ü New study from Z PT at NNLO has similar sensitivity but not at large x. The two are consistent.
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Figure 3: The correlation coe�cient ⇢ between the gluon g(x,Q2), evaluated at Q = 100 GeV, and each
of the bins of the yt, ptT , ytt̄ and mtt̄ top-quark di↵erential distributions at the LHC 8 TeV.

are evaluated at Q = 100 GeV from the NNPDF3.0 NNLO set. In the case of the gluon, we find
that already for x ⇠> 0.05 the correlation coe�cient can be larger than 0.5, while it peaks in the
region between x ' 0.08 and x ' 0.5, depending on the specific bin and kinematical distribution.
A similar trend is observed for the charm and bottom quarks, as a consequence of the fact that
they are generated radiatively through the gluon splitting in a quark-antiquark pair. In the case
of light quarks and antiquarks, moderate correlations are observed for u and d, while correlations
are almost negligible for ū, d̄, s and s̄. As we will show in Sect. 4, top-quark data will mostly
constrain the gluon, and, as a consequence, the radiatively generated charm and bottom quarks,
in the x region where the correlation coe�cient |⇢| is larger, roughly 0.08 . x . 0.5.

3.2 Comparison with the ATLAS and CMS di↵erential distributions

In order to assess the agreement between the data and the NNLO theoretical predictions based
on our current knowledge of PDFs, we perform now a systematic comparison of the calculations
described in the previous section and the ATLAS and CMS measurements. This comparison is
performed at the level of both absolute and normalized distributions, allowing for an improved
understanding of the di↵erences and similarities between PDF sets. This way, one can separate
di↵erences induced by the shape of the gluon from those induced by its normalisation.

The NNLO di↵erential distributions with the binning of the ATLAS and CMS measurements
have been computed using five di↵erent PDFs sets: NNPDF3.0, CT14, MMHT2014, HERA-
PDF2.0 [38] and ABM12 [7], in the last case with the nf = 5 version. For all these PDF sets, we
consistently use the same value of the strong coupling constant as in the NNLO matrix elements.
This corresponds to ↵s(mZ) = 0.118 for all sets except for ABM12, for which PDFs are only
available for their best-fit value of ↵s(mZ) = 0.113.

In Fig. 5 we show the NNLO predictions for the absolute (left) and normalized (right) ptT
di↵erential distributions compared to the corresponding CMS and ATLAS measurements. The
theory calculations are provided for NNPDF3.0, CT14, and MMHT14 and include only PDF
uncertainties. The data uncertainties correspond to the square root of the diagonal elements of
the experimental covariance matrix. At a qualitative level, we find that the theory calculations
based on the three PDF sets used in this comparison are in good agreement both among them-
selves and with the data. We also see that while at the level of normalized cross-sections the
experimental uncertainties are similar between ATLAS and CMS, there are larger di↵erences
for absolute distributions. Moreover, we note that the ATLAS and CMS measurements exhibit
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PDF from LHC data
ü We fit:

ü Our benchmark PDF set is NNPDF3.0

ü Our fit is global

ü We find:

ü It is not easy to fit ATLAS and CMS simultaneously (but each one can be fit individually)

ü The distributions chosen minimize impact of 
ü EW corrections (not included)
ü mtop uncertainty (the yt and ytt distributions are least sensitive to mtop)

Czakon, Hartland, Mitov, Nocera, Rojo 2016
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Figure 2: The ratio between mt = 172.3 GeV and mt = 173.3 GeV (“mass sensitivity”) at LO and NLO
for the normalized yt (left) and ytt̄ (right) distributions at 8 TeV, computed using NNPDF3.0.

yt and transverse momentum ptT , and the top-pair rapidity yt¯t and invariant mass mt¯t. The
binning here is the same as that of the ATLAS and CMS 8 TeV measurements listed in Table 1.
We find that the dependence of the C-factors on the input PDF set is very small and can be
safely neglected. In the case of the yt and yt¯t distributions, we find NNLO corrections of between
6% and 9%, reasonably flat in the data region. For the ptT distribution, the C-factor decreases
from 1.09 at low transverse momentum to close to unity for ptT ' 500 GeV. For the invariant
mass mt¯t, the C-factor increases from 5% at low masses to around 12% above 1 TeV.

We note that, exactly as for the corresponding experimental measurements, all NNLO dis-
tributions have been normalized with respect to the cross-section integrated over the considered
kinematic range. In other words, by construction, the integral of any normalized distribution
over its kinematic range is unity.

As shown in Ref. [24], the integration of the di↵erential distributions computed with the
optimal dynamical scales Eqs. (1)–(2) returns a total cross-section which is about 2% higher
than the NNLO one from top++ [69], and in close agreement with the NNLO+NNLL top++

result (recall that the total cross-section in top++ is computed with fixed scales µR = µF = mt).
For this reason, when adding the inclusive cross-section data into PDF fits, it is more appropriate
to compute the theory prediction with top++ at NNLO+NNLL. Nonetheless, in the present work
the total inclusive top-pair cross-section and corresponding C-factors are computed using top++

at NNLO. As explained in Sect. 4.3, and given the exploratory nature of the present work, this
choice is adequate since the overall impact of the total cross-sections on the global fits turns out
to be small and this 2% di↵erence is thus inconsequential for our study.

The theoretical uncertainties due to the value of mt deserve special attention. As mentioned
above, in this work we use the PDG average of mt = 173.3 GeV. The significant spread among
the individual measurements contributing to this average, however, suggests that in the future
a shift in mt of up to �mt ' 1 GeV, or even more, may be possible. The sensitivity upon
variations of mt of the four top-quark di↵erential distributions considered here has been studied
in [70]. Shape modifications are pronounced in the mt¯t and ptT distributions, especially close
to the threshold. On the other hand, the yt and yt¯t distributions exhibit a much reduced mt

dependence.
To quantify this mass sensitivity, in Fig. 2 we show the ratio between mt = 172.3 GeV and

the PDG average mt = 173.3 GeV for the LO and NLO normalized yt and yt¯t distributions at 8
TeV. We find that these two distributions are very stable upon a shift of mt by 1 GeV, varying
at most by 0.6%, which is much less than the experimental uncertainties or other sources of
theory uncertainty such as PDFs and missing higher orders. This robustness of the normalized
yt and yt¯t distributions with respect to mt variations is, therefore, an important motivation in
favour of using them as input to the PDF fits (see Sect. 4.4).

The region of x for which the LHC di↵erential top data are sensitive to the various PDF
flavours can be quantified by computing the correlation coe�cient ⇢ between them and each of
the bins of a given di↵erential distribution [71,72]. Large values of |⇢| indicate regions in x where
the top-quark data provide direct sensitivity to each PDF flavour. These correlations are shown
in Fig. 3, for the gluon g(x,Q2), and in Fig. 4, for quarks q(x,Q), q = u, ū, d, d̄, s, s̄, c, b. PDFs
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pair data from the LHC is first used to constrain the gluon within a NNLO global analysis,
and then the improved gluon PDF is used to provide updated predictions for other top-quark
observables or gluon-driven processes. This way one achieves a significant reduction of theory
uncertainties, improving the prospects of both precision SM measurements and of BSM searches.

In this work we have quantified the impact on the large-x gluon of ATLAS and CMS
p
s = 8

TeV measurements of top-quark pair di↵erential distributions using the NNPDF framework. We
have shown how di↵erential measurements can improve PDFs by extending the constraints on
the gluon obtained from total-cross-section data. We have also studied the consistency between
the ATLAS and CMS measurements, identifying certain tension among them. While the origin
of this tension is still not understood, when the ATLAS and CMS data are included separately
in the fits we find an improved agreement with NNLO theory for most kinematical distributions.

Our analysis indicates that normalized distributions, supplemented with the total inclusive
cross-sections, have in general better constraining power than absolute ones. We have determined
a suitable combination of ATLAS and CMS data to use as input to NNLO fits. This dataset
has both high constraining power and leads to a good agreement between theory and data for
the two experiments. Based on this analysis, our recommendation concerning the use of LHC
top-quark pair production measurements into PDF fits would be to include:

• the normalized yt distribution from ATLAS at
p
s = 8 TeV (lepton+jets channel),

• the normalized yt¯t distribution from CMS at
p
s = 8 TeV (lepton+jets channel),

• total inclusive cross-sections at
p
s = 7, 8 and 13 TeV (all available data).

Di↵erential distributions should be included using NNLO theory, while inclusive cross-sections
should be consistently computed at either NNLO+NNLL if fixed scales are used (as is done in
top++), or at NNLO if dynamic scales are used. Future studies should be able to indicate which
of the other available top-quark di↵erential measurements, in particular in the dilepton channel
at

p
s = 8 TeV and in the lepton+jets and dilepton channels at

p
s = 13 TeV, can be used to

complement the above list.
We have performed a global fit including this optimal combination of LHC top-quark data,

and found that the uncertainty of the large-x gluon is substantially reduced in comparison to
the baseline fit. As an illustration, the PDF error of the gg luminosity at

p
s = 13 TeV decreases

from 6% (11%) down to 3% (5%) at mX = 1 TeV (2 TeV), with an even larger reduction for yet
higher values of mX . We have then shown that the constraints on the large-x gluon provided
by top-quark di↵erential data are comparable to those derived from inclusive jet production,
despite that the top data is based on a much smaller number of data points. Our results,
therefore, provide a strong motivation for the inclusion of present and future LHC top-quark
pair di↵erential distributions into the next generation of PDF analyses.

In this work we have assumed the current world average of the top mass, mt = 173.3 GeV.
However, the spread among individual mt measurements leaves open the possibility of a future
O(1 GeV) shift in the mt central value. Such a shift would impact on the shape of normalized
distributions, potentially a↵ecting the resulting PDF fits. The optimal combination of LHC
top-quark measurements used in our PDF fits is based on the yt and yt¯t distributions, which
turn out to be those with the smallest shape sensitivity to mt variations. Therefore, our results
should be robust against future O(1 GeV) shifts in the central value of mt.

Another important property of the top-quark distributions that we have used as input to the
PDF fits is that, in general, they reduce the risk of a possible contamination in the gluon from
BSM e↵ects in top-quark pair production. For example, heavy resonances would be kinematically
suppressed in the rapidity distributions, but not in the tails of the mt¯t and ptT ones, where most
searches are instead performed. Therefore, the gluon fitted from data on yt and yt¯t is safer to
be used in BSM searches employing mt¯t and ptT distributions.

The studies presented in this work could be extended in several directions. First of all,
the inclusion of LHC measurements at 13 TeV with increased statistics and reduced systematic
uncertainties will improve both the kinematic reach and the constraining power of top-quark
pair data in PDF fits. Another avenue worth exploring is to quantify the impact on the gluon
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PDF from LHC data

ü Improvement in the gluon PDF after top data is included

Czakon, Hartland, Mitov, Nocera, Rojo 2016
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Figure 17: The gluon, charm and bottom PDFs from the global baseline fit compared to the optimal fit
including our optimal combination of LHC top-quark data.
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Figure 18: The gluon-gluon (upper) and quark-antiquark (lower) NNLO luminosities (left) and their
relative 1-� PDF uncertainties (right) at the LHC with

p
s = 13 TeV. We compare the global baseline

fit with the fit including the optimal combination of LHC top-quark pair di↵erential data.

In Fig. 18 we show the gg and the qq̄ luminosities comparing the global baseline fit with the fit
including LHC top data, together with the corresponding one-sigma PDF uncertainties. For the
gg luminosity, the results of Fig. 18 confirm the substantial PDF uncertainty reduction reported
in Fig. 17, which now translates into a reduction of the uncertainty for large invariant masses
MX ⇠> 600 GeV. For example, in the production of a final state with invariant mass MX ' 2
TeV (3 TeV), PDF uncertainties are reduced from 12% (20%) down to around 5% (8%). Such
a reduction has clear implications for BSM searches involving top quarks. The quark PDF
uncertainties are also reduced, essentially as a consequence of the improved determination of
heavy quarks, which follows in turn from a better determination of the gluon PDF. For the qq̄
luminosity, for example, we observe only a moderate uncertainty reduction in the region with
MX & 1 TeV, while PDF uncertainties are reduced from 2% to 1% around MX ⇠ 100 GeV.

Next, we study how the theoretical predictions are modified for those top-quark pair di↵er-
ential distributions not included in the fit. In Figs. 19 and 20 we show the NNLO calculations
for the absolute and normalized mt¯t and ptT distributions, respectively, obtained from the global
PDF fit before and after the LHC top-quark data has been included. In the lower panels, we
show the results normalized to the baseline fit. Note that none of the ATLAS and CMS data

26

ü Even jets would, likely, not have more constraining power.
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PDF from LHC data

ü Before the fit / after the fit comparison for the effect on the two distributions that have not 
been fitted:

Czakon, Hartland, Mitov, Nocera, Rojo 2016
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Figure 19: The NNLO theoretical predictions for the absolute (left) and normalized (right) mtt̄ distri-
butions at the LHC 8 TeV, obtained from the global PDF fit before and after the optimal combination
of top data has been included. The theory predictions include only the 1–� PDF uncertainty band, while
scale uncertainties are not shown. The lower panels show the results as a ratio to the baseline fit.

shown in Figs. 19 and 20 has actually been used as input in the fit.
The quality of the description of the ptT and mt¯t data improves in most cases, both for

absolute and normalized distributions, as quantified by the decrease in the values of the �2 per
data point collected in Tab. 7: for ATLAS absolute (normalized) pTT distribution, the �2 drops
down from 2.37 (2.93) to 2.19 (2.49); for CMS absolute (normalized) pTT distribution from 3.50
(4.31) to 2.91 (3.33); for CMS absolute (normalized) mt¯t distribution from 7.07 (12.0) to 4.77
(8.05). An exception is represented by ATLAS absolute (normalized) mt¯t distribution, where
instead the �2 increases from 4.27 (2.30) to 5.01 (4.55). Indeed, the fit tends to move towards
the CMS data, which is more precise than the ATLAS data, but in clear tension with the latter.

In comparison to the global baseline fit, theoretical predictions for the mt¯t and ptT distribu-
tions are more precise in the optimal fit with our optimal choice of top-quark data included.
This is a direct consequence of the large-x gluon constraints derived from fitting the yt and yt¯t
distributions. For the top-quark pair invariant mass distributions, the PDF uncertainties in the
rightmost bin, a region which is crucial for BSM searches, are reduced by more than a factor of
two. This reduction would be even more pronounced for larger mt¯t, as can be inferred from the
gg luminosity in Fig. 18. For the case of the top quark ptT distribution, we also observe a sizable
PDF uncertainty reduction in the entire range probed by the LHC measurements, which can be
again as large as a factor of two for ptT ' 500 GeV.

Figs. 19 and 20 highlight the potential of a comprehensive program of measurements of top-
quark pair production to achieve a self-consistent reduction of theoretical uncertainties with the
subsequent improvement of the prospects for BSM searches. In the specific case studied in this
work, we have shown how the inclusion in the global fit of the normalized yt and yt¯t distributions
leads to improved theory predictions for ATLAS and CMS ptT distributions and for CMS mt¯t

distributions. A corresponding improvement in the ATLAS mt¯t distributions is not observed,
though it might become evident once the apparent tension between ATLAS and CMS data will
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Figure 20: Same as Fig. 19 for the top quark pair ptT distribution.

be understood. Similar improvements will apply for other LHC processes, either in the SM or
beyond, that are driven by the gg luminosity at large invariant masses.

It is important to emphasize that, with our choice of top-quark distributions to be used in
the PDF fit, the possibility for contamination in the resulting gluon from BSM e↵ects is reduced.
The reason for this is that heavy new resonances are likely to be kinematically suppressed in the
rapidity distributions but not in the tails of themt¯t and ptT distributions. Therefore, constraining
the gluon from the yt and yt¯t measurements and using the resulting PDF to predict the mt¯t and
ptT distributions represents a robust strategy in the context of BSM searches.

4.5 Comparison with the constraints from jet data

As discussed in Sect. 4.1, the global dataset used for the baseline fits excludes the jet production
measurements from the Tevatron and the LHC that were part of NNPDF3.0. The rationale
for this choice is that the NNLO calculation for jet production has become available only very
recently [34], and we aim at providing a fully consistent determination of the large-x gluon at
NNLO.

It is anyway instructive to assess how the PDF uncertainty reduction on the large-x gluon
driven by top-quark data in the global fits (Fig. 16) compares with that from inclusive jet mea-
surements. This way, it is possible to ascertain whether available di↵erential top measurements
provide competitive constraints as compared to those from jet production. To address this ques-
tion, we have performed a NNLO fit where now the global baseline dataset is supplemented
with collider inclusive jet production measurements, without any top-quark data. For these
fits, theoretical calculations of the inclusive jet cross-section have been performed with NNLO
DGLAP evolution and ↵s running, but NLO matrix elements. This approximation is justified
here since we are not interested in the shift in the central value of the large-x gluon as a result
of the inclusion of the jet data, but only in the relative reduction of the PDF uncertainties.

In particular, we have added the inclusive jet production cross-sections from CDF Run II (kt
algorithm) [109]; from ATLAS at

p
s = 2.76 TeV [112] and 7 TeV [110], in the latter case from

28

ü Very significant reduction of PDF error!

PDF error only shown!
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Combining NNLO QCD with NLO EW
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NNLO QCD + NLO EW

ü NLO EW corrections were computed 20+ years ago

ü Tiny for total cross-section (1% or less) 

ü Could be significant differentially, especially for large Mtt and PT.

ü NLO EW corrections are now automated (several groups). We use aMC@NLO.

ü We present pheno predictions for both 8 and 13 TeV. We also tackle 3 issues:

ü The effect of the photon PDF (could be very significant – see next)

ü The difference between additive and multiplicative approaches for combining QCD+EW 
(not large – except for very large Mtt and PT)

ü Heavy boson radiation (tiny)

Czakon, Heymes, Mitov, Pagani, Tsinikos, Zaro 2017

Project website: http://www.precision.hep.phy.cam.ac.uk/results/ttbar-nnloqcd-nloew/
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NNLO QCD + NLO EW

ü Effect of photon PDF can be very significant
Czakon, Heymes, Mitov, Pagani, Tsinikos, Zaro 2017
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Figure 2. Di↵erential distributions for pT,avt and m(tt̄) at 13 TeV. Predictions are based on the
additive approach. The format of the plots is described in the text.

in red while the grey band corresponds to the PDF uncertainty of the QCD prediction. For

all insets, when the grey band is covered by the red one, its borders are displayed as black

dashed lines.

As can be seen in figs. 2 and 3, the e↵ect of EW corrections is, in general, within the

NNLO QCD scale uncertainty. A notable exception is the case of the pT,avt distribution with

LUXQED. In the tail of this distribution the e↵ect of Sudakov logarithms is large and negative,

of the order of -(10–20%), and is not compensated by the photon-induced contribution. On

the contrary, in the case of NNPDF3.0QED, photon-induced contributions mostly compensate

the negative corrections due to Sudakov logarithms. As it has already been noted in ref. [34],

with this PDF set, the e↵ect of photon-induced contributions is not negligible also for large

values of m(tt̄), yavt and y(tt̄).

As it can be seen in the first inset, in the large pT,avt regime the scale dependence of the

EW corrections alone is of the same size as, or even larger than, the scale variation at NNLO

QCD accuracy. For this reason, as evident from the second inset, the scale uncertainty of the

combined QCD+EW prediction is much larger than in the purely QCD case, both with the

LUXQED and NNPDF3.0QED PDF sets. This feature is present only in the tail of the pT,avt
distribution.

– 7 –

ü The two PDF sets above (LUXqed and NNPDF3.0qed) have very different photon PDF’s      
(but compatible within PDF errors)

ü Much better understanding of the photon PDF in the last 1 year; will impact future PDF sets
LUXqed = Manohar, Nason, Salam, Zanderighi 2016
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NNLO QCD + NLO EW

ü Pheno predictions (based on LUXqed pdf set and multiplicative approach)
Czakon, Heymes, Mitov, Pagani, Tsinikos, Zaro 2017
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Figure 1. Our best predictions for the four LHC 13 TeV tt̄ di↵erential distributions considered in
this work. The predictions are based on the multiplicative approach. Shown are the scale, PDF
and combined (in quadrature) theory uncertainties for each distribution. The boundaries of the PDF
variation band are marked with black dashed lines. Also shown is the ratio of central scales for the
combined QCD and EW prediction with respect to the NNLO QCD one.

detailed comparisons between the two PDF sets as well as between the two approaches for

combining QCD and EW corrections can be found.

3The PDF sets MRST2004QED [47] and CT14QED [48] also include QED e↵ects in the DGLAP

evolution, but they are not NNLO QCD accurate. A PDF set including full SM LO evolution (not only QCD

and QED but also weak e↵ects) has also recently become available [49].

– 4 –
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Making the results easy to use
ü All distributions computed by us are available as files.

ü But they are

ü Not as convenient
ü Computed for specific PDF sets and αS.

ü Recomputing for different parameters is not practical;                                                      
the full calculation takes 104 - 105 CPU hours!

ü We have produced differential distribution in the form of fastNLO tables

ü Basically, the tables are interpolation of the partonic cross-section (for a given distribution and 
bins).

ü Therefore, it is super fast to recompute the cross-section ~ O(sec’s) with new PDF set.

ü This can be used by anybody: PDF fits, exerimental and theory studies.
ü One could also include EW effects by rescaling with the K-factor computed by us (see previous 

slides)
ü Planning to extend to all future calculations and also to 2dim distributions.

Czakon, Heymes, Mitov 2017

Kluge, Rabbertz, Wobisch, hep-ph/0609285
D. Britzger et al. [fastNLO Collaboration], arXiv:1208.3641
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Making the results easy to use

ü The interpolation error is very small (permil) and the quality is similar to previous calculations 
we have made public

Czakon, Heymes, Mitov 2017

Figure 1: Interpolation error (top panels) of our fastNLO tables. See sec. 3 for details.

As figs. 1,2 demonstrate, distributions derived from our fastNLO tables are as accurate as the ones obtained
from a direct calculation and can be readily used to obtain NNLO predictions with any pdf set without additional
loss of numerical accuracy.

4 Summary and Outlook

In this work we produce fastNLO tables for four top-quark pair di↵erential distributions at NNLO corresponding
to the ATLAS and CMS 8 TeV measurements [1, 2]. The tables are publicly available and can be downloaded here
[14]. These are the first publicly released fastNLO tables at NNLO. The tables allow very fast calculation of these
distributions with any pdf set and for di↵erent values of ↵s through the LHAPDF interface. The tables will be
indispensable in pdf fits as well as in any calculation of top-quark di↵erential distributions with future pdf sets.
We have verified the numerical accuracy of the NNLO di↵erential distributions. It is high and comparable to all
publicly available top-quark di↵erential calculations. We intend to keep producing tables corresponding to other
existing and future LHC measurements at 8 and 13 TeV. The most up-to-date set of released fastNLO tables can
be found at the website [14].
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A Using the tables

To obtain the full NNLO di↵erential cross section the tables need to be convoluted with a pdf set. For this purpose,
a version of the fastNLO toolkit is required. The tables have been tested for the latest public version (Version 2.3
pre-2212) which can be found on the fastNLO website [17]. Here is a command line example for convoluting the
mtt̄ table with the NNPDF30 pdf set through the LHAPDF [21] interface:

fn lo�tk�cppread LHC8�Mtt�HT4�173 3�bin1 . tab NNPDF30 nnlo as 0118 1 LHAPDF no

The outputted cross-section for each bin, in pb/GeV, reads

3

Figure 2: Top panels: comparison of di↵erential distributions derived from our tables
with three prior independent direct calculations. See sec. 3 for details.
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Why worry about the value of mtop?

ü In the PDF study we emphasized extraction from distributions that are not very sensitive to 
mtop.
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Appendix: top quark mass sensitivity of di↵erential distributions

To quantify the mt sensitivity of the shape of di↵erential distributions we compute the ratio eq. (3) at LO and NLO
for the following four unnormalised distributions: the tt̄ pair’s mt¯t, yt¯t and p

T

, yt of the average t/t̄. The results are
shown in fig. 6.
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FIG. 6: Mass sensitivity eq. (3) of unnormalised distributions: the tt̄ pair’s mtt̄, ytt̄ and pT, yt of the average t/t̄.

In fig. 6 we observe that the shape of the mt¯t distribution is very sensitive to changes in mt, especially close to
threshold. The top p

T

distribution is fairly sensitive to mt close to threshold, although not as much as mt¯t. As
expected, the mass sensitivity of these unnormalised distributions tends to zero in the limit of large mt¯t or pT. The
top and tt̄ rapidities are least sensitive to mt. Their shape sensitivity, however, is rapidly increasing for forward
rapidities, especially for yt¯t.

The shape sensitivity of normalised distributions (not shown) is similar to the unnormalised ones in fig. 6. Since
the normalisation factor is a kinematics–independent number, its inclusion has the e↵ect of shifting the curves in
fig. 6 up or down while preserving their shape. We have checked that the mass sensitivity of the normalisation
factor, when defined as the total inclusive cross-section, is just under 3% and changes only by a tiny amount from
LO through NNLO. In this calculation we use NNPDF3.0 and always take pdf’s and perturbative calculations of
matching accuracy.

As we mentioned in the beginning of this work, the tail of the mt¯t and p
T

distributions acquires mass sensitivity
upon normalisation. This should be anticipated from the results in fig. 6 since the tails of the absolute mt¯t and p

T

distributions are not mt sensitive while the normalisation factor is.
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ü The above sensitivities are defined per 1 GeV change in mtop.
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Why worry about the value of mtop?

ü Another place where mtop sensitivity plays on outsized role is bump-hunting in ttbar events 

ü This was studied by us in the context of the 750 GeV diphoton excess

ü One can make the SM background more predictive (by reducing scale and PDF errors) if one 
normalizes the spectrum:

arXiv:1608.00765

ü As can be concluded from the plots on the previous slide the mtop sensitivity in the 750 range 
is small. However, if one normalizes to the inclusive cross-section then this will introduce large 
(about 2%) mtop sensitivity, while the scale and pdf errors will get strongly reduced.

ü Basically, this way the mtop sensitivity may become leading uncertainty!



 [GeV]tm
170 1800

5

10  2.91 GeV± 1.50 ±173.50 b hadron lifetime
TOP-12-030 (2013)

 GeV-2.10 +1.70 0.90 ±173.90 Kinematic endpoints
EPJC 73 (2013) 2494

 2.66 GeV± 1.17 ±172.29 b-jet energy peak
TOP-15-002 (2015)

 0.90 GeV± 3.00 ±173.50 ΨLepton+J/
TOP-15-014 (2016)

 GeV-0.97 +1.58 0.20 ±173.68 Lepton+SecVtx
TOP-12-030 (2016)

 GeV-2.55 +3.24 1.10 ±171.70 Dilepton kinematics
TOP-16-002 (2016)

 GeV-0.93 +0.97 0.77 ±172.60 Single top
TOP-15-001 (2016)

 GeV-1.80 +1.70173.80 ) 7+8 TeVt(tσ
arXiv:1603.02303 (2016)

 0.47 GeV± 0.13 ±172.44 CMS 7+8 TeV (2015)
arXiv:1509.04044

 0.71 GeV± 0.27 ±173.34 World combination
ATLAS, CDF, CMS, D0
arXiv:1403.4427 (2014)

March 2016

 syst.)± stat. ±(value 

CMS Preliminary

Figure 3 – Recent alternative top-quark mass measurements from the CMS collaboration, many of which were
presented for the first time at this conference, compared to the combination of standard measurements from CMS
and to the 2014 world average 18.

events and b-quark hadronization, and on the other hand produce important cross checks by
using di↵erent mass definitions. With the expected increased size of datasets during run II of
the LHC, many of these will further gain importance and might prove to be crucial in improving
the overall precision on the top-quark mass.
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Why worry about the value of mtop?

ü Recall, that the sensitivity was defined for change in mtop of 1 GeV

ü If the actual error on mtop is less than that (current world average implies 0.7 GeV) then this is 
no big deal.

ü However, can the top mass be off by (much) more than that?

ü If the 3 GeV spread among independent precise measurements is any indication then, yes, 
this is a possibility!

Contents

1. Introduction 1

2. The method 4

2.1 Definition of moments 6

2.2 Extraction of the top quark mass and its uncertainties 6

2.3 Theory biases 8

3. Results 9

3.1 Calculation of the moments and of the functions fC,U,L(mt) 11

3.2 Extraction of the top quark mass 13

3.2.1 Pseudodata 13

3.2.2 Shower, NLO, and spin-correlation effects 14

3.2.3 Results for the top quark mass 17

3.2.4 More on theory biases 20

4. Conclusions 22

A. Computation of moments in the context of event generation 23

B. Combination of different top quark mass results 25

1. Introduction

The current world average of the top quark mass [1]

mt = 173.34 ± 0.76GeV [WorldAverage] (1.1)

implies that mt is known with a precision better than 0.5%. Such an accuracy is per-

fectly adequate for present collider-physics applications [2] including, notably, the global

electroweak (EW) fits [3], which are saturated by the uncertainty on the W -boson mass,

and not by that on mt. Still, the accurate determination of the top quark mass at hadron

colliders remains a subject of much activity and debate.

Two separate developments have been the main drivers behind the above mentioned

activity: the outsize role played by the top quark mass in determining the stability of the

electroweak vacuum (both in the Standard Model (SM) [4–6] and beyond [7]), and the

recognition that the extraction of mt at hadron colliders involves significant theoretical

challenges, that might conceivably affect its value at the level of O(1GeV) (see ref. [2] for

detailed discussion).

– 1 –

The bottom-up extrapolation of EW-scale physics, based on eq. (1.1), implies either

that the EW vacuum becomes unstable below the Planck scale, or that the result of eq. (1.1)

deviates from the value needed for the stability of the SM EW vacuum up to the Planck scale

by about two to four sigma’s [6, 8]. If confirmed, such a conclusion might indirectly imply

the existence of Beyond the SM (BSM) physics somewhere below the Planck scale. Given

the non-observation of BSM signals so far, it would be hard to overstate the importance of

this implication. We stress that these facts are mainly driven by the mt value of eq. (1.1),

and this because of the large parametric dependence of the stability condition on the top

quark mass.

At this point one might wonder about the need for revisiting the subject of mt deter-

mination, given the quite high precision of the top mass of eq. (1.1). To this end let us

remind the reader that there are a number of high-precision measurements that marginally

agree with the current world average. Examples are the very recent CMS [9] and D0 [10]

measurements:

mt = 172.04 ± 0.77GeV [CMSCollaboration] ,

mt = 174.98 ± 0.76GeV [D0Collaboration] . (1.2)

The above measurements have the same uncertainty as the combination in eq. (1.1), but

notably different central values1. In particular, the CMS measurement [9] is consistent with

the SM EW vacuum being stable up to the Planck scale, while the D0 measurement [10]

implies a rather unstable SM EW vacuum. Therefore, the spread in the available mt

measurements alone warrants a closer inspection of the determination of the top quark

mass. As we shall detail in the following, there are also strong theoretical reasons that

motivate further studies of the extraction of this parameter from hadron collider data.

The determination of the top quark mass is as much dependent on theoretical assump-

tions as it is on measurements. The reason is that the top quark mass is not an observable

and thus cannot be measured directly2: it is a theoretical concept, and its value is ex-

tracted from data in collider events that feature top quarks. Such an extraction depends

on the definition of the mass (pole mass, running mass, and so forth), on the observables

chosen, and on the various approximations made when computing those observables. Since

measurements are insensitive to theory assumptions3, any modification in the theoretical

modelling will result in a different value of the extracted top mass. If everything is consis-

tent, i.e. if the estimated uncertainty is a realistic representation of the true uncertainty,

then the differences in the returned values should fall within the corresponding theory er-

rors. In reality, this may not be the case due to the presence of biases, whose very existence

might be difficult to establish. With this important subtlety in mind, one of the main as-

pects of the present work is to devise a structured approach towards the identification of

such hidden biases.

1The measurements in eq. (1.2) agree with the world average of eq. (1.1) at approximately 2σ.
2For this reason we do not speak of top massmeasurements but of top mass determinations or extractions.
3Strictly speaking, this is never the case. For example, corrections for detector effects do depend on

theory assumptions. In the first approximation, one can ignore these data-theory correlations.

– 2 –
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ü Knowing the top mass has important implications beyond immediate collider physics

ü Higgs inflation
ü Vacuum stability in SM and beyond

That point to a lower value of mtop around 171 GeV.

ü Clearly, we need to address the question: how well do we really know the top mass?

ü This is not an academic question!

Ø mtop is not an observable; cannot be measured directly.

Ø It is extracted indirectly, through the sensitivity of observables to mtop

ü The implication: the “determined” value of mtop is as sensitive to theoretical modeling 
as it is to the measurement itself

ü The measured mass is close to the pole mass (top decays …)

ü Lots of activity (past and ongoing). 

Why worry about the value of mtop?
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To me, the problem of mtop extraction should turn from “more precise determination” 
to better understanding of the theory systematics and their size.

ü Large spread among measurements is possible in the context of different theory systematics

Why worry about the value of mtop?

ü Another example: mtop from differential 
measurements at D0

D0 Note 6473-CONF 
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and the outer error bars to the total uncertainties.

 [GeV])t(t/
T
p

0 100 200 300 400 500

 [p
b/

G
eV

]
)t

(t/
T

/d
p

σd

0

0.05

0.1 D0 Data (PRD 90 092006)

-1(a)  D0 Preliminary, 9.7fb

 [GeV])t(t/
T
p

0 100 200 300 400 500

Ra
tio

 to
 d

at
a

0

1

2

3
=155 GeVpole

tmNNLO, 
=165 GeVpole

tmNNLO, 
=173.3 GeVpole

tmNNLO, 
=180 GeVpole

tmNNLO, 
=190 GeVpole

tmNNLO, 

-1(b)  D0 Preliminary, 9.7fb
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t , and (b) the calculated distributions divided by the data. The inner error bars correspond to the statistical uncertainties
and the outer error bars to the total uncertainties.

or their combination, to determine the minimum of the χ2, which represents mpole
t . The fit is limited to 160 – 180

GeV, which is the part of the distribution that best follows a parabolic shape. The number of degrees of freedom
(n.d.f.) is six. The combined experimental and theoretical uncertainty on the extracted mpole

t is defined using the
criterion that ∆χ2 = 1 relative to the minimum of the fitted parabola.

For each trial top quark mass we use the NLO and NNLO calculations (with the appropriate associated PDFs)
to form a χ2 according to Eqn. 6. Table II shows the mpole

t results for all four PDF sets considered at either NLO
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VII. CONCLUSIONS

We have made the first measurement of the top quark pole mass based upon the comparison of data with perturbative
QCD calculations of the tt̄ differential cross sections as a function ofm(tt̄) and ptopT . Comparing to the NLO calculation,
we obtain 167.3 ± 2.6 (tot.) GeV and from comparing to the NNLO calculation we measure 169.1 ± 2.5 (tot.) GeV.
These results are significantly more precise than those based on the total tt̄ cross section measurement.
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Extracted mass at NLO and NNLO

mtop = 169.1 ± 2.5 (tot.) GeV

From NNLO extraction

ü Significantly lower than the 
other measurements!
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In order to properly understand and estimate the theory systematics 
we propose a particular observable
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1. Introduction

2. The method

In this paper we study the determination of the top quark pole mass mt from di↵erential

distributions of dileptons in tt̄ events:

pp ! tt̄+X, with : t ! W + b+X and W ! `+ ⌫`. (2.1)

We consider the LHC at 8 TeV. Events are required to have two opposite charged leptons

(electron and/or muon) and two b-flavored jets, with b-jets defined through an anti-kT
algorithm [1] of size R = 0.5. The events are subject to a standard set of cuts:

|⌘`|  2.4 , |⌘b|  2.4 ,

pT,` � 20 GeV , pT,b � 30 GeV . (2.2)

If more than two b-jets are present then we take the two hardest ones. In this work we

consider only pure tt̄ signal and do not include any backgrounds. more about this in

conclusions

The definition of the observable possesses several important properties:

• It is inclusive of hadronic radiation, which makes it well-defined to all perturbative

orders in the strong coupling,

– 1 –

Contents

1. Introduction 1

2. The method 1

2.1 Definition of moments 2

2.2 Extraction of the top mass and its uncertainties 3

2.3 Deriving the functions fC,U,L(mt) 4

2.4 Computation of moments in the context of event generation 6

3. Detailed study of the theory systematics 7

4. Results 7

5. Conclusions 7

A. Correlation matrices 8

1. Introduction

2. The method

In this paper we study the determination of the top quark pole mass mt from di↵erential

distributions of dileptons in tt̄ events:

pp ! tt̄+X, with : t ! W + b+X and W ! `+ ⌫`. (2.1)

We consider the LHC at 8 TeV. Events are required to have two opposite charged leptons

(electron and/or muon) and two b-flavored jets, with b-jets defined through an anti-kT
algorithm [1] of size R = 0.5. The events are subject to a standard set of cuts:

|⌘`|  2.4 , |⌘b|  2.4 ,

pT,` � 20 GeV , pT,b � 30 GeV . (2.2)

If more than two b-jets are present then we take the two hardest ones. In this work we

consider only pure tt̄ signal and do not include any backgrounds. more about this in

conclusions

The definition of the observable possesses several important properties:

• It is inclusive of hadronic radiation, which makes it well-defined to all perturbative

orders in the strong coupling,

– 1 –

Contents

1. Introduction 1

2. The method 1

2.1 Definition of moments 2

2.2 Extraction of the top mass and its uncertainties 3

2.3 Deriving the functions fC,U,L(mt) 4

2.4 Computation of moments in the context of event generation 6

3. Detailed study of the theory systematics 7

4. Results 7

5. Conclusions 7

A. Correlation matrices 8

1. Introduction

2. The method

In this paper we study the determination of the top quark pole mass mt from di↵erential

distributions of dileptons in tt̄ events:

pp ! tt̄+X, with : t ! W + b+X and W ! `+ ⌫`. (2.1)

We consider the LHC at 8 TeV. Events are required to have two opposite charged leptons

(electron and/or muon) and two b-flavored jets, with b-jets defined through an anti-kT
algorithm [1] of size R = 0.5. The events are subject to a standard set of cuts:

|⌘`|  2.4 , |⌘b|  2.4 ,

pT,` � 20 GeV , pT,b � 30 GeV . (2.2)

If more than two b-jets are present then we take the two hardest ones. In this work we

consider only pure tt̄ signal and do not include any backgrounds. more about this in

conclusions

The definition of the observable possesses several important properties:

• It is inclusive of hadronic radiation, which makes it well-defined to all perturbative

orders in the strong coupling,

– 1 –

These are ttbar dilepton events, 
subject to standard cuts:
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(electron and/or muon) and two b-flavored jets, with b-jets defined through an anti-kT
algorithm [1] of size R = 0.5. The events are subject to a standard set of cuts:

|⌘`|  2.4 , |⌘b|  2.4 ,

pT,` � 20 GeV , pT,b � 30 GeV . (2.2)

If more than two b-jets are present then we take the two hardest ones. In this work we

consider only pure tt̄ signal and do not include any backgrounds. more about this in

conclusions

The definition of the observable possesses several important properties:

• It is inclusive of hadronic radiation, which makes it well-defined to all perturbative

orders in the strong coupling,
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Ø Construct the distributions from leptons only

Ø Require b-jets [anti-kT, R=0.5] within the detector (i.e. integrate over the b’s)

label kinematic distribution

1 pT (`+)

2 pT (`+`�)

3 M(`+`�)

4 E(`+) + E(`�)

5 pT (`+) + pT (`�)

Table 1: The set of kinematic distributions used in this paper and their labelling conventions.

The definition of the observable possesses several important properties:

• It is inclusive of hadronic radiation, which makes it well-defined to all perturbative

orders in the strong coupling,

• It does not require the reconstruction of the t and/or t̄ quarks (indeed we do not even

speak of t quark),

• Due to its inclusiveness, the observable is as little sensitive as possible to modelling

of hadronic radiation. This feature increases the reliability of the theoretical calcu-

lations.

The extraction of the top quark pole mass utilises the sensitivity of shapes of kinematic

distributions to the value of mt. The set of distributions considered in this paper are given

in table 1.

It is cumbersome to work directly with distributions. Instead, we utilise their first four

moments. The moments are defined in section 2.1 below. The idea of the method studied

in this paper is to predict the mt dependence of the moments and then extract the value

of mt by comparing the predicted and measured values of those moments. The procedure

is detailed in section 2.2 below.

The use of moments for the extraction of the top mass mt has been used previously in

the context of the so-called J/ method [2]. The most up-to-date theoretical treatment of

this method is in Ref. [3]. Let us also mention that other discrete parameters of kinematic

distributions, like medians and maxima, could also be utilized for top mass extraction. In

this paper we choose to work with moments because of the ease of their calculation and

also because higher moments can easily be studied, as we do in this paper.

2.1 Definition of moments

We denote by � and d� the total and fully-di↵erential tt̄ cross section respectively (possibly

within cuts), so that:

� =

Z

d� , (2.3)

where the integral in understood over all degrees of freedom. Given an observable O (i.e.

one of the distributions in table 1), its normalised moments are defined as follows:

µ
(i)
O =

1

�

Z

d�O i , (2.4)
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ü The top mass is extracted from the shapes, not normalizations,
of the following distributions:

ü Working with distributions directly is cumbersome. 

ü Instead, utilize the first 4 moments of each distribution
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for any non-negative integer i. In this way, one has:

µ
(0)
O = 1 , µ

(1)
O = hOi , µ

(2)
O = hO2i = �2

O +
⇣

µ
(1)
O

⌘2
, (2.5)

and so forth. We would like to stress that in the calculation of moments we always compute

the total and di↵erential cross-sections (i.e. the denominator and numerator of Eq. (2.4))

subjected to the same set of cuts; see Eq. (2.2).

2.2 Extraction of the top mass and its uncertainties

The method for extracting mt from the ith moment of any one of the observables O given

in table 1 is given schematically in fig. 1. The x and y axes of fig. 1 are associated with

µD

µD−

µD+

m Cm E− m T− m T+ m E+

fC

fL

fU

Figure 1: Graphic representation of the method used in this paper to extract the top mass from
any moment of any given observable.

the top pole mass mt and the ith moment µ
(i)
O , respectively. The three lines fC , fU , and

fL represent the central, upper, and lower theoretical predictions for µ(i)
O (mt) respectively.

These functions are linear and we explain how they are computed in section 2.3.

Given the data 1

µD
+�+

µ

���
µ
, (2.6)

with

��
µ = µD � µD� , �+

µ = µD+ � µD , (2.7)

the extracted top mass will be (see fig. 1):

mt = mC
+�+

mT

���
mT

+�+
mE

���
mE

. (2.8)

1Despite the large number of tt̄ dilepton events accumulated so far at the LHC no measurement of these

moments is available at present.
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Note: both are subject to cuts (or no cuts); we tried both.
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Figure 1: Graphic representation of the method used in this paper to extract the top mass from
any moment of any given observable.

the top pole mass mt and the ith moment µ
(i)
O , respectively. The three lines fC , fU , and

fL represent the central, upper, and lower theoretical predictions for µ(i)
O (mt) respectively.

These functions are linear and we explain how they are computed in section 2.3.

Given the data 1

µD
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µ

���
µ
, (2.6)

with

��
µ = µD � µD� , �+

µ = µD+ � µD , (2.7)

the extracted top mass will be (see fig. 1):

mt = mC
+�+

mT

���
mT

+�+
mE

���
mE

. (2.8)

We define the central value and theoretical uncertainties associated with such an ex-

traction as follows:

��
mT = mC �mT� , �+

mT = mT+ �mC , (2.9)
1Despite the large number of tt̄ dilepton events accumulated so far at the LHC no measurement of these

moments is available at present.
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Ø Here is how it all works:

1) Compute the dependence of the moments                 on the top mass
2) Measure the moment
3) Invert 1) and 2) to get the top mass (would be the pole mass, since this is what we use)
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Lower end of theory 
error band
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Theory systematics: Predictions

observable; setup i = 1 i = 1� 2 i = 1� 2� 3

all; LO+PS 187.90+0.6
�0.6[428.3] 187.71+0.60

�0.60[424.2] 187.83+0.58
�0.60[442.8]

all; LO+PS+MS 175.98+0.63
�0.69[16.9] 176.05+0.63

�0.68[17.8] 176.12+0.61
�0.68[18.9]

all; NLO+PS 175.43+0.74
�0.80[29.2] 176.20+0.73

�0.79[30.1] 175.67+0.73
�0.76[31.2]

all; NLOFO 174.41+0.72
�0.73[96.6] 174.82+0.71

�0.73[93.1] 175.44+0.70
�0.68[94.8]

all; LOFO 197.31+0.42
�0.35[2496.1] 197.19+0.42

�0.35[2505.6] 197.48+0.36
�0.35[3005.6]

1,4,5; LO+PS 173.68+1.08
�1.31[0.8] 173.68+1.08

�1.31[0.9] 173.75+1.08
�1.31[0.9]

1,4,5; LO+PS+MS 173.61+1.10
�1.34[1.0] 173.63+1.10

�1.34[1.0] 173.62+1.10
�1.34[1.0]

1,4,5; NLO+PS 174.40+0.75
�0.81[3.5] 174.43+0.75

�0.81[3.5] 174.60+0.75
�0.79[3.2]

1,4,5; NLOFO 174.73+0.72
�0.74[5.5] 174.72+0.71

�0.74[5.6] 175.18+0.64
�0.71[4.6]

1,4,5; LOFO 175.84+0.90
�1.05[1.2] 175.75+0.89

�1.05[1.2] 175.82+0.89
�1.04[1.2]

Table 6: Extracted value of mt for various setups and for two combination of observables: either all
observables or only observables 1,4 and 5, i.e. excluding the observables sensitive to spin-correlation
e↵ects. The numbers in square brackets is the value of ⇠2 per d.o.f. The mass extraction is based
on pseudo data with assumed value of the top mass mpd

t = 174.32 GeV.

obs. m
(3)
t �m

(5)
t m

(3)
t �mpd

t m
(1)
t �m

(6)
t m

(1)
t �mpd

t

1 �0.35+1.14
�1.16 +0.12 �2.17+1.50

�1.80 �0.67

2 �4.74+1.98
�3.10 +11.14 �9.09+0.76

�0.71 +14.19

3 +1.52+2.03
�1.80 �8.61 +3.79+3.30

�4.02 �6.43

4 +0.15+2.81
�2.91 �0.23 �1.79+3.08

�3.75 �1.47

5 �0.30+1.09
�1.21 +0.03 �2.13+1.51

�1.81 �0.67

Table 7: Estimate of the impact of shower e↵ect for each of the five observables.

obs. m
(4)
t �m

(2)
t m

(4)
t �mpd

t m
(3)
t �m

(1)
t m

(3)
t �mpd

t m
(5)
t �m

(6)
t m

(5)
t �mpd

t

1 +1.16+1.43
�1.60 +0.41 +0.79+1.43

�1.60 +0.12 �1.03+1.22
�1.43 +0.47

2 �2.79+1.27
�1.65 �1.18 �3.05+1.35

�1.64 +11.14 �7.41+1.64
�2.72 +15.87

3 �0.73+3.21
�3.45 +0.84 �2.18+3.03

�3.30 �8.61 +0.09+2.42
�2.91 �10.13

4 +1.74+3.27
�3.78 +0.16 +1.23+3.10

�3.61 �0.23 �0.70+2.79
�3.09 �0.38

5 +0.99+1.42
�1.72 +0.25 +0.70+1.40

�1.72 +0.03 �1.13+1.23
�1.33 +0.33

Table 8: Estimate of the impact of NLO e↵ect for each of the five observables.

A. Correlation matrices

C
(3)
pT (`+)

=

µ
(1)
1 µ

(2)
1 µ

(3)
1

0

B

@

1

C

A

1 0.91 0.65 µ
(1)
1

1 0.89 µ
(2)
1

1 µ
(3)
1

(A.1)

– 8 –

observable; setup i = 1 i = 1� 2 i = 1� 2� 3

all; LO+PS 187.90+0.6
�0.6[428.3] 187.71+0.60

�0.60[424.2] 187.83+0.58
�0.60[442.8]

all; LO+PS+MS 175.98+0.63
�0.69[16.9] 176.05+0.63

�0.68[17.8] 176.12+0.61
�0.68[18.9]

all; NLO+PS 175.43+0.74
�0.80[29.2] 176.20+0.73

�0.79[30.1] 175.67+0.73
�0.76[31.2]

all; NLOFO 174.41+0.72
�0.73[96.6] 174.82+0.71

�0.73[93.1] 175.44+0.70
�0.68[94.8]

all; LOFO 197.31+0.42
�0.35[2496.1] 197.19+0.42

�0.35[2505.6] 197.48+0.36
�0.35[3005.6]

1,4,5; LO+PS 173.68+1.08
�1.31[0.8] 173.68+1.08

�1.31[0.9] 173.75+1.08
�1.31[0.9]

1,4,5; LO+PS+MS 173.61+1.10
�1.34[1.0] 173.63+1.10

�1.34[1.0] 173.62+1.10
�1.34[1.0]

1,4,5; NLO+PS 174.40+0.75
�0.81[3.5] 174.43+0.75

�0.81[3.5] 174.60+0.75
�0.79[3.2]

1,4,5; NLOFO 174.73+0.72
�0.74[5.5] 174.72+0.71

�0.74[5.6] 175.18+0.64
�0.71[4.6]

1,4,5; LOFO 175.84+0.90
�1.05[1.2] 175.75+0.89

�1.05[1.2] 175.82+0.89
�1.04[1.2]

Table 6: Extracted value of mt for various setups and for two combination of observables: either all
observables or only observables 1,4 and 5, i.e. excluding the observables sensitive to spin-correlation
e↵ects. The numbers in square brackets is the value of ⇠2 per d.o.f. The mass extraction is based
on pseudo data with assumed value of the top mass mpd

t = 174.32 GeV.

obs. m
(3)
t �m

(5)
t m

(3)
t �mpd

t m
(1)
t �m

(6)
t m

(1)
t �mpd

t

1 �0.35+1.14
�1.16 +0.12 �2.17+1.50

�1.80 �0.67

2 �4.74+1.98
�3.10 +11.14 �9.09+0.76

�0.71 +14.19

3 +1.52+2.03
�1.80 �8.61 +3.79+3.30

�4.02 �6.43

4 +0.15+2.81
�2.91 �0.23 �1.79+3.08

�3.75 �1.47

5 �0.30+1.09
�1.21 +0.03 �2.13+1.51

�1.81 �0.67

Table 7: Estimate of the impact of shower e↵ect for each of the five observables.

obs. m
(4)
t �m

(2)
t m

(4)
t �mpd

t m
(3)
t �m

(1)
t m

(3)
t �mpd

t m
(5)
t �m

(6)
t m

(5)
t �mpd

t

1 +1.16+1.43
�1.60 +0.41 +0.79+1.43

�1.60 +0.12 �1.03+1.22
�1.43 +0.47

2 �2.79+1.27
�1.65 �1.18 �3.05+1.35

�1.64 +11.14 �7.41+1.64
�2.72 +15.87

3 �0.73+3.21
�3.45 +0.84 �2.18+3.03

�3.30 �8.61 +0.09+2.42
�2.91 �10.13

4 +1.74+3.27
�3.78 +0.16 +1.23+3.10

�3.61 �0.23 �0.70+2.79
�3.09 �0.38

5 +0.99+1.42
�1.72 +0.25 +0.70+1.40

�1.72 +0.03 �1.13+1.23
�1.33 +0.33

Table 8: Estimate of the impact of NLO e↵ect for each of the five observables.

A. Correlation matrices

C
(3)
pT (`+)

=

µ
(1)
1 µ

(2)
1 µ

(3)
1

0

B

@

1

C

A

1 0.91 0.65 µ
(1)
1

1 0.89 µ
(2)
1

1 µ
(3)
1

(A.1)
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[…] = 

scale i = 1 i = 1� 2 i = 1� 2� 3

1 174.48+0.73
�0.77[5.0] 174.55+0.72

�0.76[5.0] 174.56+0.71
�0.76[5.1]

2 174.73+0.77
�0.80[4.3] 174.74+0.76

�0.79[4.3] 174.91+0.75
�0.79[4.1]

3 172.54+1.03
�1.07[1.6] 172.46+0.99

�1.05[1.6] 172.22+0.95
�1.04[1.4]

1� 2� 3 174.16+0.81
�0.85 174.17+0.80

�0.84 174.17+0.78
�0.84

Table 3: Top quark mass extracted from pseudodata (...): included are all five observables in table
1; calculated with NLO+PS+MS setup (4 in table 2) for each of the scales scales (2.16,2.17,2.18),
their combination, and for the various combination of moments. Given are the best extracted value
with theoretical uncertainty and, in parenthesis, the resulting value of �2 per d.o.f.

scale i = 1 i = 1� 2 i = 1� 2� 3

1 174.67+0.75
�0.77[3.0] 174.67+0.75

�0.77[3.0] 174.61+0.74
�0.77[3.2]

2 174.81+0.83
�0.80[6.2] 174.80+0.82

�0.80[6.2] 174.85+0.82
�0.80[6.1]

3 172.63+1.85
�1.16[0.2] 172.64+1.82

�1.15[0.2] 172.58+1.81
�1.15[0.2]

1� 2� 3 174.44+0.92
�0.87 174.44+0.92

�0.87 174.43+0.91
�0.87

Table 4: As in table 3, except that only three observables (1,4,5 in table 1) are included.

scale i = 1 i = 1� 2 i = 1� 2� 3

1 174.73+0.80
�0.79[0.2] 174.73+0.80

�0.79[0.2] 174.72+0.80
�0.79[0.2]

2 174.78+0.90
�0.90[0.6] 174.78+0.90

�0.90[0.6] 174.78+0.90
�0.90[0.6]

3 172.73+2.0
�1.2[0.5] 172.73+1.96

�1.19[0.5] 172.73+1.96
�1.19[0.5]

1� 2� 3 174.46+0.99
�0.92 174.46+0.99

�0.92 174.45+0.99
�0.92

Table 5: As in table 3, except that only one observable (1 in table 1) is included.

3. Detailed study of the theory systematics

- Statistical fluctuations

- study of shower e↵ects (Pythia vs Herwig)

- describe pseudodata

4. Results

5. Conclusions
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label kinematic distribution

1 pT (`+)

2 pT (`+`�)

3 M(`+`�)

4 E(`+) + E(`�)

5 pT (`+) + pT (`�)

Table 1: The set of kinematic distributions used in this paper and their labelling conventions.

• It does not require the reconstruction of the t and/or t̄ quarks (indeed we do not even

speak of t quark),

• Due to its inclusiveness, the observable is as little sensitive as possible to modelling

of hadronic radiation. This feature increases the reliability of the theoretical calcu-

lations.

The extraction of the top quark pole mass utilises the sensitivity of shapes of kinematic

distributions to the value of mt. The set of distributions considered in this paper are given

in table 1.

It is cumbersome to work directly with distributions. Instead, we utilise their first four

moments. The moments are defined in section 2.1 below. The idea of the method studied

in this paper is to predict the mt dependence of the moments and then extract the value

of mt by comparing the predicted and measured values of those moments. The procedure

is detailed in section 2.2 below.

The use of moments for the extraction of the top mass mt has been used previously in

the context of the so-called J/ method [2]. The most up-to-date theoretical treatment of

this method is in Ref. [3]. Let us also mention that other discrete parameters of kinematic

distributions, like medians and maxima, could also be utilized for top mass extraction. In

this paper we choose to work with moments because of the ease of their calculation and

also because higher moments can easily be studied, as we do in this paper.

2.1 Definition of moments

We denote by � and d� the total and fully-di↵erential tt̄ cross section respectively (possibly

within cuts), so that:

� =

Z

d� , (2.3)

where the integral in understood over all degrees of freedom. Given an observable O (i.e.

one of the distributions in table 1), its normalised moments are defined as follows:

µ
(i)
O =

1

�

Z

d�O i , (2.4)

for any non-negative integer i. In this way, one has:

µ
(0)
O = 1 , µ

(1)
O = hOi , µ

(2)
O = hO2i = �2

O +
⇣

µ
(1)
O

⌘2
, (2.5)
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Conclusions on top mass
ü New developments have resurrected the interest in knowing mtop precisely

ü Vacuum Stability in SM
ü Higgs Inflation

ü There are many dedicated hadron collider measurements. 
They return consistent values around mtop = 173 GeV
and uncertainty (mostly on the measurement!) of below 1 GeV.

ü Questions remain: can there be a significant additional theoretical systematics O(1 GeV) ?

ü This is not an abstract problem: mtop is not an observable and so is a theoretically defined 
concept.

ü New developments (notably ongoing work in Powheg) and more precise NNLO+decay
calculations will help improve our understanding of the correct value of mtop from LHC data

ü This is unrelated to the idea about the so-called MC mass (which is a non-issue!).

ü Moreover, often quoted non-perturbative uncertainty on the top mass was recently shown to 
be below 100MeV. 

ü This is completely negligible not only now but for the future LHC!

Beneke, Marquard, Nason, Steinhauser 2016



Future directions
Ø Top decay 
Ø Understand properly the TeV PT region (large collinear logs, etc.)
Ø NNLO predictions for LHC AC forthcoming
Ø NNLO 2dim differential distributions

Recent developments in top pair production                                           Alexander Mitov                         Orsay, 19 May 2017

Summary and Conclusions

Ø Clearly, top physics is in precision phase

Ø High quality agreement between SM and Tevatron/LHC measurements at all collider energies.

Ø Total and differential x-section for tT production now known in full NNLO.

Ø So far all is for stable tops.
Ø Decay in NWA is feasible.

Ø Important phenomenology

Ø Constrain and improve PDF’s

Ø Searches for new physics

Ø Very high-precision test of SM (given exp is already at 5% !). Good agreement.



Backup slides
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FIG. 2: The mt sensitivity of the di↵erential mtt̄ distribution around mtt̄ = 750GeV for the four normalisations eq. (3).

estimate of the pdf error.
Electroweak (EW) corrections contribute little in this mt¯t range. Utilising the recent work [21], a detailed analysis

of mixed NNLO QCD and EW corrections in top production [22] shows that the mt¯t distribution is slightly lowered by
EW corrections (by about 1-2%). Such an e↵ect is negligible in the unnormalised mt¯t distribution. We have checked
that EW e↵ects are reduced to below 0.3% in the normalised distributions to be defined next, and so we neglect them
in the following.

Another subtle source of theory error is the value of the top quark mass (throughout this work we utilise the top
quark pole mass). With a direct calculation at LO and NLO 3 we estimate that a 1GeV change in mt (with respect
to mt = 173.3GeV) shifts the di↵erential cross-section around mt¯t = 750GeV by about 1%; see Appendix for details.
Since the error of the current mt world average is well below 1GeV [23] it may appear that the mt systematics
is not important. There are two indications, however, that this may not be the case. First, there is a spread of
around 3GeV between independent precise measurements of mt [24, 25] (a recent summary of LHC measurements
can be found in ref. [26]) which, when coupled with the discussion of ref. [27], indicates that robust control over
the mt systematics is prudent in the present context. Second, the mt systematics may play an outsized role in the
normalised mt¯t distribution. To aid the following discussion we introduce the normalised mt¯t di↵erential distribution
parametrised by the normalisation factor N :

�(N) =
1

N

d�

dmt¯t
. (2)

Of interest to us will be the following normalisation factors:

N = 1 (i.e. the unnormalised distribution) ,

N
tot

= �
tot

,

N
100

= �(600GeV < mt¯t < 700GeV) ,

N
200

= �(500GeV < mt¯t < 700GeV) . (3)

A quick check, see fig. 2, shows that in the mt¯t range around mt¯t = 750GeV the usual normalised distribution
�(N

tot

) has twice the mt sensitivity of the unnormalised distribution �(1). The di↵erential sensitivity is defined as:

mass sensitivity =
d�(mt = 172.3GeV)

d�(mt = 173.3GeV)
. (4)

Since both scale and pdf errors get strongly reduced in normalised distributions, see below, the mt sensitivity may
turn out to be a leading theoretical systematics for �(N

tot

) in this mt¯t range. For this reason we will not consider the
�(N

tot

) distribution in this work.

3
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) has twice the mt sensitivity of the unnormalised distribution �(1). The di↵erential sensitivity is defined as:

mass sensitivity =
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Since both scale and pdf errors get strongly reduced in normalised distributions, see below, the mt sensitivity may
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) in this mt¯t range. For this reason we will not consider the
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Signal taken from the following paper
Hespel, Maltoni, Vryonidou arXiv:1606.04149

Bump-hunting around Mtt=750 GeV

ü Bump-hunting in the un-normalized spectrum
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Signal taken from the following paper Hespel, Maltoni, Vryonidou arXiv:1606.04149

Bump-hunting around Mtt=750 GeV

ü Bump-hunting in the normalized spectrum
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Signal taken from the following paper Hespel, Maltoni, Vryonidou arXiv:1606.04149

Bump-hunting around Mtt=750 GeV

ü Bump-hunting with a sliding bin-window of width 50 GeV (plotted is position of high bin edge)

where:


