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	LHC Computing Grid Project

Resources Required at Tier-1 Centres for Handling Tier-2 Data
WLCG Overview Board – September 11, 2006


1. Introduction
On June 23, 2006, the WLCG Management Board (MB) mandated a team consisting of Nick Brook (LHCb), Chris Eck (LCG), Roger Jones (ATLAS), Dave Newbold (CMS) and Yves Schutz (ALICE) to assemble and maintain the data concerning relationships between Tier-1 and Tier-2 centres.
The data should include for each experiment:

· The network bandwidth for each Tier-1/Tier-2 pair

· The data storage implications for each Tier-1 as a function of the associated Tier-2s

During a presentation of preliminary results of this exercise to the MB on August 22, 2006, it became clear that for deciding on a possible over/under-commitment of certain Tier-1 centres more data were required.

The mandate of the team was therefore extended to include for each experiment:
· The network bandwidth for Tier-0 to Tier-1 and inter Tier-1 transfers at each Tier-1

· Storage required at each Tier-1 not covered by the original investigation

2. Data Collection
2.1 Selection of Tier-2 Centres

The team was mandated to include all known Tier-2 resources, with the status of each centre federation being indicated (e.g. Pledged in the MoU, already presented to the C-RRB as candidate for inclusion in the MoU, resources presently outside the WLCG collaboration).
Accordingly, the tables containing the input data are separated into three groups following the above specification, with the non-MoU covered “pledges” being provided by the experiments if already known to them.

An impression of the importance of the data not yet covered by the MoU can be deduced from a comparison of the total CPU capacities in the three groups:

· Total MoU Tier-2 CPU pledges

48.4 MSI2k

· From Tier-2s already announced to C-RRB
  1.8 MSI2k
· From Tier-2s still outside the collaboration
  3.0 MSI2k

All accounted capacities in the second group are for CMS and the accounted capacities in the third group are for ALICE, except an amount of 0.2 MSI2k from Estonia for CMS.

2.2 Choice of the Reference Year

All capacity data collected so far are focused on the year 2008 as the first year of LHC running with full physics potential. The revised ramp-up schedules received recently from the experiments have not yet been translated into new capacity plans of the Tier-1 and Tier-2 centres. The team decided therefore to stick to the available data, still labelled with the old reference year 2008, even if the first year with full physics capacity will come later.

It is nearly impossible to predict the outcome of the new capacity planning for the Tier-1 and Tier-2 centres. Purchases of the same capacity will become cheaper when done later in time, but funding agencies may decide to use this either to increase their pledges or to reduce their investments. A very tentative view of what may happen is to use the known 2009 pledges as basis for the comparison of requirements with available resources.
This has been done in an alternative Balance table, comparing the requirements of the “2008” table with the 2009 Tier-1 pledges. This leads to figures which easily fulfil even the original TDR requirements, but may be not realistic at all.

2.3 Pledge Based or TDR Based Requirements?

ATLAS, CMS and LHCb have attempted to intelligently scale their TDR requirements to the current pledge levels, in order to obtain self-consistent models from which dataflows can be estimated. The short timescales have necessarily required that this be done in an ad hoc way. Further discussion will be required before experiments' management could make any formal restatement of requirements, also taking account of any changes to the LHC schedule. In no way should the scaled resources presented be understood as a restatement of the experiment's requirements at this time, since any downscaling of resources from the previously stated levels implies a loss of physics capacity which must be fully discussed and managed with utmost care.
In view of the much larger deficit of resources (more than 50%) when comparing the pledged resources to the requirements outlined in the TDR, ALICE could not implement a plausible scaling of its requirements to the pledged resources. The data presented by ALICE therefore indicate how the required resources will be distributed in Tier1 sites, knowing the proposed Tier2-Tier1 relations and the fraction of total pledged resources pledged so far by the Tier2 sites. If required, a restatement of the ALICE requirements to match the final pledged resources will involve a revision of its computing model and a scale down of its physics reach or physics quality. Meanwhile ALICE is acting to cover its present deficit.
Obviously, summing up scaled down figures from ATLAS, CMS and LHCb with TDR based requirements from ALICE will trigger a request to also present the impact of a possible scaling down of ALICE towards its pledge numbers. The corresponding table in the Balance sheet shows reduced missing capacities with a remaining size of ~4 % for the external Tier-1s and ~15% for CERN’s CAF.

2.4 The Tier-1 Situation

Looking at the Tier-1 tables one sees immediately that some Tier-1s seem to carry a much lighter Tier-2 load than others. NDGF and TRIUMF have no Tier-2 listed at all. In the case of TRIUMF this reflects simply the fact that the Canadian Tier-2s have not yet been established and have not yet given their capacity figures and therefore requirements. The case of NDGF is special. LCG has received very little information from NDGF. It is difficult to believe that the Nordic countries will work without Tier-2 centres, which would naturally connect to NDGF. A forthcoming visit of the NDGF management to CERN may clarify the situation.
Another Tier-1 centre with very small Tier-2 load is NIKHEF, catering at the moment only for the ATLAS parts of the Russian and UK federations.
The ALICE-US Tier-1 has not yet given official pledge values. It is too early to comment on its resource balance.

Overall, from the eleven external Tier-1s in the MoU six seem to be more or less OK with BNL, CNAF, FZK, IN2P3 and RAL being in some resource difficulties. Besides BNL, these are also the Tier-1s with the biggest numbers of connecting Tier-2s. In the case of CNAF this is somewhat hidden by grouping the large number of INFN sites under one federation.

IN2P3 and FZK are missing 36% tape and ~15% disk capacity compared to their pledges. RAL has enough tape but misses as much disk as it pledged. CNAF misses as much tape as it pledged and half its pledged disk capacity. BNL has enough tape but lacks 36% of disk capacity.
2.5 Networking

The bandwidth numbers in the tables are listed without any efficiency factors. They have still to be scrutinised by the networking experts, but the first impressions are that the figures indicate a trend towards reaching rapidly the limits of the OPN infrastructure. This also assumes that the figures incorporate completely the analysis requirements of all physicists working in all centres and accessing or downloading data. One can imagine therefore that a progressive expansion of connectivity and the OPN should be envisaged.

Organising the file transfer service implied by the requirement figures and making all these transfers work reliably is another matter. As an example, both FZK and IN2P3 have to transfer data to more than 50 sites, FZK at a combined rate of 380 Mbytes/s and IN2P3 at a combined rate of 290 Mbytes/s.
3. Conclusion
Trying to fit the experiments’ computing models onto all the Tier-1s and Tier-2s with their different capacities was and remains a difficult task, but a lot has already been learned in doing it.

The overall capacity situation is precarious, specifically for ALICE, but may improve as a result of the re-scheduled LHC ramp-up.

Some of the Tier-2 capacity will be underused and the overall efficiency of both Tier-2 and Tier-1 centres will improve, if these centres would align their mix of CPU and storage purchases to the computing models of the experiments. This can be done at the same cost to the centres, but needs a discussion between the centres and the experiments which apparently has either not taken place until now or was not very successful.
A discussion is definitively needed to distribute the Tier-2 load more adequately over the Tier-1s.

The Tier-1s have to get involved in large scale file transfer tests to their assigned Tier-2s to be able to plan the steps necessary to cope with this problem.

Finally, these tables have not yet been distributed to the Tier-2s. Their reactions will have to be taken into account.
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