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1 Executive Summary

EGEE (Enabling Grids for E-SciencE) aims to integrate current national, regional and thematic computing and data Grids to create a European Grid-empowered infrastructure for the support of the European Research Area, exploiting unique expertise generated by previous EU projects (DataGrid, CrossGrid, DataTAG, etc.) and national Grid initiatives (UK e-Science, INFN Grid, Nordugrid, US Trillium, etc.).

At the end of the project, the EGEE consortium involves more than 180 sites in 40 countries, federated in regional Grids with a combined capacity of over 24,000 CPUs and about 5 PB of storage. EGEE is the largest international Grid infrastructure ever assembled, supporting today more than 30,000 concurrent production jobs per day with a constant 50% utilization average and a sustained data transfer bandwidth over 1.5GB/s in production usage. With 180 sites as compared to the planned 50 for the end of year two, the number of integrated sites largely exceeds the planning figures. The total funding is approximately EUR 32M.

This is the third and final joint project review report of a panel of five independent external reviewers, covering all deliverables for the project months 19 to 24 (01.10.2005 – 31.03.2006).

The main findings of this third review are as follows.

· The project was successfully completed and followed high standards with respect to project management, software development, integration and operations.

· The objective of a reliable production grid of significant size, which is professionally operated, monitored, maintained and continuously expanded, has been achieved.

· The average number of daily jobs and the number of involved sites are impressive.

· The EGEE brand was successfully introduced world-wide.

· The training efforts and achievements continued to be impressive.

· The successful merge of LCG and gLite middleware distributions provides a solid foundation for the future evolution of the EGEE middleware.

· The project management structure very well adapted to the evolving requirements of the project.

· EGEE successfully fulfilled its role as an incubator and as a driver for linking European grid projects to world-wide grid activities.

· The stronger involvement in international standardization efforts is well recognized, although the impact could have been stronger and more visible. For instance, the VO Management Service (VOMS) is becoming a de facto standard in many major research grids world-wide, but EGEE's contributions are not sufficiently well known.

All deliverables are of high quality and more appropriately sized and focused than in the two previous reviews. All deliverables are accepted.

There were no notable deviations from the work plan. Resources and major costs were necessary and of reasonable economy.

The review panel has compiled an extensive list of detailed, constructive recommendations. The review panel recommends that these recommendations be fully implemented in the successor project EGEE-II.

2 Organisation and Logistics

The review took place at the premises of the coordinating partner, CERN, from Tuesday, 23 May 2006, 08:30 to Wednesday, 24 May 2006, 17:45. The complete material to be reviewed was received well in advance and in good shape. The meeting itself was very professionally organised with respect to location, technical infrastructure available, timing and management of the presentations and demonstrations. Copies of the slides of all presentations were distributed in advance. All presentations were of high quality and very well aligned.

Representatives from almost all federations and from all activities were present at the meeting. Due to the size of the project consortium, representatives from all partners could not be accommodated in the meeting room.

3 Project Management

The project was successfully completed in time and in budget implementing the agreed work plan. For a project of this size and complexity, this is a very remarkable achievement.

Project management continued to stick fully to the high standards defined at project start. The project management structure also well adapted to the evolving requirements in the final project period. In this context it is particularly appreciated that the Technical Coordination Group (TCG) was established in November 2005, to bring together SA1, SA2, JRA1, JRA3, and NA4 to further improve the information flow among partners and functions who should work closely with each other and to timely drive the technical progress of the project.

Project management also ensured that the role of EGEE as an incubator and as a driver for linking European to the world-wide grid activities was well fulfilled.

For the success of the successor project EGEE-II it will be vital that project management ensures that the production grid infrastructure evolves quickly and in a well balanced way.

Also, contingency planning of human resources will remain essential to achieve the vision of a sustainable production grid in the long run.

Recommendations for EGEE-II

1. Balance application requirements versus technology opportunities and/or standard alignment when driving the evolution of the production grid infrastructure.

2. Assess the impact factors towards the future and demonstrate that the persistence of the production grid infrastructure is essential to the greater science community.

3. Keep investments in staff retention on the agenda with high priority.

4 Deliverables

All document deliverables continued to be of high quality. The excellent quality assurance process implemented at the beginning of the project remains effective. All deliverables are accepted.

The assessment of deliverables, activity by activity, is as follows.

4.1 NA1 – Management

This has been addressed in Section 3.

4.2 NA2 – Dissemination and Outreach

During the period, the dissemination and outreach activity had excellent accomplishments with more than 100 additional news releases, close to 240 press cuttings, 2 radio interviews, 9 TV interviews, 6 additional information sheets and more than 130 translations, and the promotion or presentation of EGEE at more than 300 events. The quality and appeal of printed and multimedia material remained very good. All these efforts contributed to strongly establish the EGEE branding on a worldwide basis.

The average number of monthly unique visitors to the public web site is now greater than 5000, and 6 additional local web sites have been created. However, web search engines still do not award a sufficiently high ranking to the EGEE public web site in relevant searches. Also, the presence of virtual organization activities is clearly missing on the public web site, limiting the visibility of the use of the EGEE production grid and preventing a good understanding of the resulting value to the research community and greater society that use may produce.

Presence at major conferences and events remains limited, although the review panel acknowledges efforts in that direction, with planned booths at ISC 2006 and SC 2006 and participation at GGF-16 and GridWorld. In particular, participation in application domain conferences and publications in scientific journals and conference proceedings should be increased. Widely acknowledged presentations are highly recommended.

The initiative of sharing templates and dissemination material with related projects is appreciated, as well as the inclusion on the CERN document server of all publications and technical reports, referenced in EGEE quarterly reports.

Recommendations for EGEE-II

4. Fully complete the implementation of recommendations 14, 42, 43, 45 from the second project review.

5. VOs should be externalized on the public web site, facilitating new members to join VO communities, describing the VO activities, their main achievements, the impact on the VO research community and on the greater science community. This material should be exploited in news releases and in event presentations.

6. Assessment of the impact factor of the EGEE production grid infrastructure use to the greater science community should be emphasized to undoubtedly prove that the sustainability of a production grid for e-Science is essential beyond the EGEE-II lifetime. 

7. Publications in major application domain and grid technical conferences should be tracked as an additional metric in EGEE-II.

4.3 NA3 – User Training and Induction

Training efforts within EGEE continued to demonstrate high quality, and that is an essential component to foster widespread dissemination of EGEE and gLite middleware in the research community. With a total of nearly 3,000 attendees to the various courses since the beginning of the project spanning 250 training events, totalling over 9,000 participant days, in addition to the 5 summer schools, the overall NA3 activity went well beyond the initial quantitative targets, and moreover, served to incubate a more general and comprehensive grid educational program in the form of ICEAGE, not being merely restricted to EGEE-specific training. We hope that such high-quality training and educational activities will be continued with high profile in EGEE-II, fostering a community of grid trainers and educators in collaboration with the community activities within the GGF.

Almost all recommendations expressed for the second review have been well taken into account or are being planned to be accommodated in EGEE-II, such as trainer accreditation, better evaluation of training, more activities for application developers and administrators, and quality assurance in training.

For industrial users, training seems to be improved but in the light of recommended general strengthening and greater involvement of industry users, it would be desirable to tailor the training courses to industrial users, both in terms of the contents and the training infrastructure thereof for easy accessibility from commercial sites.

Recommendations for EGEE-II

8. Fully complete the implementation of recommendations 5, 7, 8 from the second project review.

9. Conduct industrial training on the mentioned "commercially-sponsored GILDA-like testbed" (see Section 4.12) so as to allow better access to and uptake of the tailored training material for industrial users.

4.4 NA4 – Application Identification and Support

As part of the second review, recommendation 11 was made to create a matrix of applications and their requirements. As whenever users are asked of their needs, the result was a mixed bag: the matrix of HEP requirements was well filled out and useful, but this was to be expected because of the confluence of the gLite and LCG middleware efforts during this period. On the other hand, the Biomed matrix was very sparse, and not particularly useful. It is certainly true that development efforts cannot be slaves to perceived user requirements, but they are a very important indicator of where development should focus its limited manpower. The non-HEP audience is obviously the most difficult to involve, but their attention must be sought out if EGEE is to expand its sphere of influence significantly outside of HEP.

In the particular area of deciding which user requests to give most attention to, while intra-site MPI jobs will almost certainly be essential for some communities, it is difficult to believe that inter-site MPI jobs will ever be able to routinely overcome latency problems. Technological realism mandates that the two, overtly similar, requests be given very different priorities. Likewise, the requests for a robust metadata catalogue and transparent grid access to databases should be encouraged, as a sign that the application users are considering new methods of attacking great problems of data organization and management. Other data related requests are also likely to indicate wide-spread user requirements.

It is obviously difficult to keep track of VOs; let alone be continually aware of their resources and objectives. Yet, this is an essential part of a continuing responsiveness to the user base and was embodied in recommendation 12 of the second review. Thus the review panel makes a multi-part recommendation to expand this activity.

Recommendation for EGEE-II

10. Externalization of VOs

· Keep track of which ones exist

· Contact them routinely 

· Identify the major institutional constituents

· Identify their objectives, such as applications and target science

· Identify their key achievements

· Document each one's impact on its community as well as the greater science community

· Identify and document their available resources such as processor and storage

· Document how to join them

· Implement a standardized representation on their public web site, etc.

4.5 NA5 – Policy and International Cooperation

Since the second review there have been continuous improvements in the efforts for good up-take of the recommendations regarding international relationships and policies. Publications now seem properly tracked, and EGEE growth is planned to be established via collaborations with various national grid infrastructural initiatives within EU as well as other geographical areas.

International collaboration has been strengthened so that it is no longer merely a set of point-to-point efforts, but more a concerted effort through various coordinated organizational structures such as the e-Infrastructure Reflection Group (e-IRG), various intra-europe "concertation" efforts with other grid and research network projects, EuroGridPMA/International Grid Trust Federation (IGTF). Especially notable is the GGF Grid Interoperation Now (GIN) community group. Such efforts are essential in both dissemination of EGEE as well as attaining high sustainability as a production research grid infrastructure.

Presences at various international grid-related events and exhibitions have improved as mentioned in Section 4.2 (NA2). There have been proactive efforts to have booths and presentations at various events, such as GGF16 in Athens and GGF17/GridWorld in Tokyo, as well as planned presence at SC06 in Tampa. Continued presence at these as well as other related events is strongly desirable not only for dissemination but also to foster international collaborations.

Increased participation in GGF and other standards organizations' standardization efforts (such as those in OASIS, DMTF, W3C, IETF) is commendable. However, the EGEE leadership in actually establishing its own deliverable as a standard, and/or actual deployment of grid standards set in those organizations, still remain fairly low. The impact could have been stronger and more visible; for instance, VOMS developed within EGEE is becoming a de facto standard in many major research grids world-wide.

Recommendations for EGEE-II

11. Fully complete the implementation of recommendation 13 from the second project review.

12. Strive for increased participation and leadership in standardization activities in standards bodies including GGF and related organizations, so that some of the major deliverables of EGEE/gLite widely deployed as de-facto could serve as a basis for standardization.

13. Through collaborations with other international grid efforts, test-deploy standards-compliant modules, either those that had originated within EGEE, or those incorporated from the outside and made to be interoperable with existing gLite components.

4.6 SA1 – European Grid Operations, Support and Management

During its last 6 months EGEE continued its steady growth and established itself as the largest pan-European Grid infrastructure.The SA1 deliverables confirm the quality of service kept improving, while various automated tools have been incorporated. After the two years of EGEE development, it is perhaps the largest operational research Grid infrastructure to date, with over 24,000 processors. The utilization exceeds 50% while over 30,000 jobs are processed per day. The data transfer bandwidth exceeds 1.5GB/s in production usage with over 5 PB of overall storage capacity, again being approximately utilized to 50% level. LCG-2.7.0 has been delivered and deployed, while the service support for gLite in full production service is planned and progressing. The above developments are in line with recommendation 16 of the second review that has been taken thoroughly in consideration by the consortium.

Several actions have been taken towards enhancing interoperability with various infrastructures, following recommendation 17 of the second review. These include cross job submissions and interfacing with other grid infrastructures including OSG, ARC/NorduGrid, NAREGI among others. In addition, other national and regional grid infrastructures adopt and implement EGEE operational concepts and procedures. Joint activities with the above entities are in place including information systems translators, data management tools, job management and security policy shaping. Furthermore, joint workshops are planned. The above efforts are expected to continue in EGEE-II.

A significant effort has been made to enhance heterogeneity of resources and make EGEE less dependent on particular platforms and architectures. The ETICS system has been adopted to provide multiple platform support and the different partners are providing the various options. The above are in line with recommendation 18 of the second review that has been fully pursued.

Recommendations for EGEE-II

14. Pursue the implementation of recommendation 18 of the second project review. Furthermore, as new infrastructures appear or the existing ones evolve, ensure interoperability according to recommendation 17 of the second review.

15. Improve system understanding. More specifically, investigate possible low CPU utilization, long queue lengths, and attempt to maximize system efficiency.

16. Monitor and attempt to minimize job failures.

17. Investigate how the VO resource access policies relate to the above issues and objectives.

18. Data privacy issues may arise if the accounting data are not managed carefully. Appropriate access control policies should be explored to achieve that objective.

4.7 SA2 – Network Resource Provision for EGEE

Significant progress has been made in SA2 and JRA4 since the last review. That is reported in the corresponding deliverables. Some of the recommendations in the last review have been followed to completion, others are partially completed while the rest are in the plans to be executed in the context of EGEE II.

Good progress has been made towards the support of end-to-end SLA management. End-to-end SLA processing has been defined appropriately relying on the DSA2.2 SLA model that is formed using the individual SLAs from the different domains along the path. That includes the border to border SLA in the NREN cloud. The SLA processing relies both to manual as well as automated procedures. The automated procedure leverages the Bandwidth Allocation and Reservation (BAR) service that has been adopted. The SLA management scheme benefits from the working relationship with GEANT and the NRENs that has been established. That will be crucial to the future implementation of an end-to-end SLA management framework.

The operational interface between the EGEE and GEANT2/NRENs has been advanced as planned. The ENOC that unifies the NOCs of GEANT and the various NRENs has been tested for specific sites. The interfacing of GEANT2 and 7 NRENs has been tested since the last review. This activity will continue during EGEE-II since the ENOC is projected to involve a large number of NRENs and eventually to provide full EGEE coverage.

Much work has been done on advancing the Network Performance Monitoring (NPM) tool developed. The NPM publisher has been released and tested enhancing workload management capabilities. The BAR prototype has been refined to further enhance resource allocation capabilities while the interface with NSAP has been updated to reflect GEANT changes. The updated NPM tool is promoted in important for a (TERENA 2006, GridNets 2006) and appears to be well received by the community.

Recommendation for EGEE-II

19. Fully complete the implementation of recommendations 19,20,22,24,25 of the second project review. Some of them are already partially addressed in EGEE while others are planned for EGEE-II and have not started yet.

4.8 JRA1 – Middleware Engineering and Integration

Probably the most important change in the middleware development effort since the second review is the merging of the gLite and LCG development lines to form a single product, beginning with gLite 3.0. This should streamline and simplify the development process, and may have already helped in the closer integration of the SA3 testing process; an essential part of a successful development effort. The pre-production system has been returned to its proper place as a testbed, rather than acquiring the life of its own that was a concern at the earlier review. The fusion of the JRA1 testing and SA1 certification teams into SA3 also seems to be a positive development, particularly given the aggressive release schedule enjoyed by the EGEE project.

Another positive development seems to be the inception of the ETICS (eInfrastructure for Testing, Integration and Configuration of Software) project to improve the quality of grid software, particularly in relation to EGEE. This should both help the future JRA1 work, and show the influence of EGEE on general software development.

Of course, one concern about the integration of the gLite and LCG efforts is that it will tend to further increase the influence of HEP on EGEE. Pragmatically, HEP will always be a dominant player within EGEE development, but for maximum impact within both the grid and scientific worlds, EGEE should try to continually match HEP focus with work in other scientific areas. One unfortunate evidence of this bias is in the respective application requirement matrices for the HEP and Biomed communities shown in NA4. The HEP matrix is well filled out and useful; unlike the Biomed matrix. The NA4 team, the Technical Coordination Group (TCG) and the newly created VO Manager Group should increase their efforts to bind useful input from several application domains to JRA1 middleware development strategy.

However, the users' understanding of their future requirements should not be taken as incontrovertible; they are experts in their own domains, while the EGEE engineers should realistically believe that they have a better understanding of new technologies and their effect on application requirements. Thus, there is a need to balance the user requests with both standards and technology driven futures. The involvement of the EGEE personnel in GGF working groups is a good step forward, but the EGEE impact should be established or augmented by taking a larger part in the publication, implementation, and validation of grid-related standards. The productivity of different working groups can vary enormously, and for true impact they need to achieve solid results.

The EGEE team has paid attention to recommendation 26 and has established pathways for various influences on its development. Similarly with recommendation 27, although more input from general users would be useful. Certainly, organizations have to be inventive in attracting input from application groups; in addition to the general user survey, user focus meetings and even prizes to those who return input can be considered.

The EGEE team seems to have fully complied with recommendations 28 and 29, and is working on the joint international grid interactions mandated by recommendation 30. One way to do this is via significant number of joint users, who often bring alternative approaches to view. Recommendation 31 seems to have been followed, also.

Data management and handling should be a major opportunity for EGEE-II to expand its utility and attractiveness to users. CPU cycles are becoming easier and easier to obtain, but as both the quantity of data and its requirement for ubiquitous availability increase, the need for capable and reliable data tools is exploding. EGEE has made a good start in three areas: Storage Element, Catalog Services and Data Movement. These should be continued and amplified to enhance EGEE's capabilities with the aim of becoming an essential data resource for the scientific community.

Data transfer is the lowest level of the three areas in which EGEE has chosen to specialize, but even it has implications and requirements for other EGEE resources. It seems likely that gridFTP will be the dominant transport protocol underneath EGEE's File Transfer Service (FTS), and it is a mature, efficient approach for simple transfers. The expectation must be, however, that eventually EGEE will want to support the initiation of very large data transfers by multi-node (e.g., MPI) jobs using parallel data streams along distinct paths. Using gridFTP would require either co-scheduling (so that the other end of the data transfer is similarly parallel), or dedicated file transfer nodes with multiple network attachments. Either of these approaches would seem to require new EGEE resource capabilities and early planning. Another method of parallel data transfers is the use of global parallel file systems such as IBM GPFS, which has the advantage of not requiring co-scheduling and has already become the dominant means of parallel data transfers on some other grids. The intention here is not to make a specific technology recommendation, but to encourage as much pre-planning as possible in anticipation of user needs. If any parallel file transfer systems are implemented, then a similarly parallel encryption method may also require development.

Catalog services is a very large field, with numerous contenders for any particular operation. There is even a nearby competitor to EGEE's Fireman catalog in the LCG File Catalog (LFC) based on CERN's Castor storage system. Some other grid communities run the Storage Resource Broker (SRB) from SDSC. Since users interact directly with these applications, they have a significant investment in a particular system and it would not be easy to change resources. EGEE needs to be open about competing technologies and decide on its best course of action. With the coming explosion in data, well developed integration into excellent Hierarchical Storage Management (HSM) systems should be considered an important requirement. Although many catalogue services rely strongly on lower-level systems to do their work, the importance to the users of their immediate interface should not be underestimated. Well designed catalogues can be a great productivity boost and fiercely loyal communities sometimes result. This is an area where EGEE could cement its place in the hearts of users and attract new scientific communities who are more interested in managing their exploding data than their computational requirements.

The EGEE has done impressive work with storage elements; the Biomed oriented elements with inherent encryption are of special interest and could potentially help with industrial impact in a fast growing regime. This could be another area where investment by the EGEE could help expand its impact both within scientific and more general use. If these elements could be used in routinely production manner by the medical community, that would be a strong endorsement of the EGEE's security measures and possible aid in future penetration by the EGEE into the industrial area.

Recommendations for EGEE-II

20. Fully complete the implementation of recommendation 32 of the second project review.

21. The EGEE grid infrastructure should continue to evolve, with a balance of application versus technology and/or standards driven evolution.

22. EGEE should expand data management capabilities, such as:

· Tools for the management and curation of data and

· Tools to monitor storage utilization on a per VO basis.

4.9 JRA2 – Quality Assurance

Professional quality assurance across all project activities, from project management to middleware development, grid support and operations, training, induction and dissemination, and outreach is active and periodically improved according to the Plan – Do – Check – Act cycle.

As in the successor project EGEE-II efforts are going to be shifted from the development of own software to integration of software from various third parties, industrial strengths standards and best practices for software development, integration and testing will become even more critical. The same is true when industrial uptake is reinforced in EGEE-II. Being able to clearly demonstrate that best practices which have proven to be successful in industry are applied throughout the project will also generate considerable trust and dialogue with industry. Therefore the review panel considers as essential the continued effort to exploit industrial standards and best practices for IT service management, such as ISO/IEC 20000-1/-2:2005 and ITIL. Introducing best practices will also be beneficial to the education of all project members and the new ETICS project which will largely benefit from the best practices the EGEE project developed over its lifetime in terms of software development process and quality assurance.

Recommendations for EGEE-II

23. Fully complete the implementation of recommendation 33 of the second project review.

24. Continue to follow standards and best practices for IT service management such as ISO/IEC 20000-1/-2:2005 and ITIL.

25. Ensure that sufficient resources are allocated right from the project start.

26. Implement awareness and training programs for all project members.

27. Coordinate with respective best practices in the security domain.

4.10 JRA3 – Security

With the implementation and integration of security services such as support for single sign-on, data privacy, auditability, accountability, policy aggregation, VO managed access control and support for legacy and non-WS based software components, the technical work can be considered quite complete.

In the successor project EGEE-II, the user communities are expected to grow significantly both in size and variety. Simultaneously, the industrial uptake will be reinforced. Given these objectives, security will become much more vital. To ensure the stability of the production grid services, security must be considered in more general terms and shall cover the entire system comprising the technical grid infrastructure; grid operators; service suppliers and business partners such as GÉANT2 or third party software developers; customers such as the different types of users or technology uptake parties.

While technical means are certainly necessary, they must be complemented by organizational and personnel measures such as policies, refinements of processes and procedures and personnel awareness and training programs. In turn, credible and visible efforts as well as achievements which can be easily demonstrated will open up communication channels to new communities in the public and private sectors which otherwise would not be accessible.

Recommendations for EGEE-II

28. Fully complete the implementation of recommendations 34, 35, 37, 38, 39 of the second project review.

29. Build all security-related considerations on the best practices described in the international ISO/IEC 17799:2005 standard “Code of practice for information security management”.

30. Achieve full management commitment and allocate sufficient resources.

31. Implement awareness and training programs for all project members, service suppliers, business partners and customers.

32. Implement a periodic Plan – Do – Check – Act improvement cycle with management reviews at planned intervals.

4.11 JRA4 – Network Services Deployment

This has been addressed in Section 4.7 on SA2.

4.12 Industry uptake

All efforts attempted by the Industry Forum and the EGEE Project Management Team to encourage industry participation in EGEE are recognized and appreciated. The decision of having the Industry Forum led by an industrial partner, namely MetaWare, is welcome. The creation of the Industry Task Force will certainly ensure good synergy among EGEE-II industry partners and between EGEE-II and other industry related european grid activities, such as NESSI Grid and the BEinGrid project. Establishing collaboration with the CERN Openlab project is also a good initiative, as well as the introduction of business associates.

However, given the importance of industry uptake for the successor project EGEE-II, the review panel recommends the creation of a new activity, NA6, dedicated to industry uptake. This activity would include the Industry Forum, led by the MetaWare partner, and the Industry Task Force. It would ensure the synergy with the CERN OpenLab, NESSI Grid and BeinGrid projects, and prospect for business associates in key areas identified by the Industry Task Force. It would also be responsible for fostering the creation of a commercially-sponsored GILDA-like testbed for industrial experimentation and exploitation, involving multiple vendor participation. This testbed would initially be operated by the EGEE SA1 team, but over time its operation should be transferred to business associates. Similarly, commercial application development would initially be facilitated by the NA4 team, but over time, it should be performed by business associates.

Recommendations for EGEE-II

33. Fully complete the implementation of recommendations 8, 32, 41 and 44 of the second project review.

34. Ensure that the Qi3 technology market evaluation of EGEE is value proposition driven rather than exclusively technology driven, with emphasis on business criteria such as profitability, competitive advantage over commercial solutions or other open source offerings, and standard compliance.

35. Follow current business associate (BA) opportunities through and if necessary look for new BAs to ensure key areas, such as commercial training and security audit, are covered.

5 Work plan and Resources

The EGEE consortium adheres to the work plan presented in the Technical Annex as far as this can be expected for a project of this size and complexity. For the same reasons, a detailed assessment of resources employed against achievements on an individual partner basis appears to be infeasible.

The quality of the work performed is very good.

6 Use and Dissemination

6.1 Exploitable Knowledge and its Use

It is the first time a production Grid deployment of such a magnitude, in terms of resource heterogeneity and geographical distribution, diversity of application user communities, multi-national dimension, is attempted. With today over 24,000 CPUs, about 5 PB of storage and a sustained throughput of more than 30,000 jobs per day over an extended time period, production-quality Grid computing on an infrastructure comprising more than 180 sites in 40 countries around the world has now become an unquestionable reality.

During the entire project period of 24 months, a wealth of training know-how has been collected. Preliminary feedback from the board of the Industry Forum indicates that there is commercial interest from industry for market segment and even company-specific training courses. This provides interesting business opportunities for private service organizations.

6.2 Dissemination of Knowledge

This has been addressed in Section 4.2 on NA2.

7 Future Work 

Not applicable. The project has come to a successful completion.

8 Assessment of Objectives

The objectives of the project are still very relevant. The project has successfully demonstrated to be in the unique position of taking a leading role in areas such as application-driven development of Grid middleware, geographically distributed training and induction of large and diverse user communities, policy and international cooperation development, global-scale operations of production-quality Grid infrastructure, Grid security and software development and quality assurance policies.

9 Review Conclusion 

The consortium has also demonstrated excellent performance during project months 19 to 24 and the project appears to be on track regarding its finances.

10 Next Review Meeting

None. This is the final review of this project.

11 Appendices

11.1 Status of Project Reports and Deliverables

Table of project month 19 to 24 deliverables

Note: Combined deliverables are shaded in grey

	Deliverable Number
	Activity
	Title
	Delivery Date

	DSA1.5 (Combined with DSA1.7)
	SA1
	First release of EGEE Infrastructure Planning Guide (“cook-book”), combined with DSA1.7.
	M19

	DSA1.7 (Combined with DSA1.5)
	SA1
	Updated EGEE Infrastructure Planning Guide. Combined with DSA1.5.
	M19

	DNA1.1.7
	NA1
	Quarterly periodic report
	M21

	DNA1.4
	NA1
	Report on Gender Action Plan
	M21

	DNA2.7
	NA2
	Final Dissemination & usage Report addressing the issues of public participation and awareness
	M21

	DNA3.3.3
	NA3
	Training Progress Report update.
	M21

	DNA5.1.4
	NA5
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