
Higgs theoretical predictions  
in the precision era

Fabrizio Caola 
Rudolf Peierls Centre for Theoretical Physics & Wadham College

Higgs Hunting 2019, July 29th 2019



Higgs measurements: a snapshot

• All major channels observed 

• More differential information is now available 

• Precise studies of the Higgs sector well ongoing  

• By and large, theoretical predictions in very good status… but experiments are 
catching up quickly



Higgs theoretical predictions
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GGF: high precision, diff. distributions, 
extreme kin. regimes (boosted/off-shell) 
ggH coupling, t,b,c couplings, Higgs width 

VBF: large yield. Gauge/Higgs interactions

VH: gauge/Higgs interactions, unitarity 
structure of the SM, H→bb̅

TT̅H: direct determination of top Yukawa

TH: top Yukawa, gauge vs fermion 
couplings pattern

HH: direct determination of Higgs self-coupling

• Thorough investigations of the Higgs sector possible at the (HL-)LHC 

• They require accurate predictions for several complex processes → highly non trivial 

• Higgs was a key player in pushing forward collider phenomenology → in general, 
very refined predictions available



Gluon fusion: inclusive results
• SM prediction for ggF cross-section extremely advanced 

• N3LO corrections to inclusive cross-section known [Anastasiou et al. (2015), Mistlberger (2018)] 

• N3LO residual uncertainty: few percent. At this level, many other effects play a role…
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GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2%
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GLUON FUSION - INCLUSIVE CROSS SECTION

~88.2%

▸ Many residual uncertainties of comparable importance 

▸ Todo List:  - Full mass dependent NNLO 
- Mixed                  corrections 
- N3LO PDFs 
….

O(↵↵S)gg

[M
is

tlb
er

ge
r, 

Q
C

D
@

LH
C

20
16

]

[Mistlberger (2018)]

progress: Melnikov, Penin (2016); 
Melnikov, et al. (2016-18);      
Jones, Kerner, Luisoni (2018)

progress: Bonetti, Melnikov, Tancredi 
(2017-18); Anastasiou et al (2018)

SEE E. FURLAN’S TALK  

THIS AFTERNOON



Gluon fusion: going differential
• Inclusive cross section is an idealised quantity, very far from what we measure 

• Reliable prediction: properly model fiducial volume of experiment → fully differential. 
Only known at NNLO [+PS] 

• H is scalar: fully differential = pt + rapidity

5

�4 �3 �2 �1 0 1 2 3 4

0.8

0.9

1

1.1

Y

d�
a
p
p
r
o
x

N
N

L
O
/d

Y
� d�

be
s
t

N
N

L
O
/d

Y

b+�H2 #�M/ bQ7i@pB`im�H

z̄
0

z̄
1

z̄
2

z̄
3

z̄
4

LLGP
pp ! H + X

G>*!Rjh2o
JJ>h kyR9 LLGP
µF = µR = m

h
/2

�4 �3 �2 �1 0 1 2 3 4

0.8

0.9

1

1.1

Y

d�
a
p
p
r
o
x

N
3
L
O
/d

Y
� d�

be
s
t

N
3
L
O
/d

Y

b+�H2 #�M/ bQ7i@pB`im�H

z̄
0

z̄
1

z̄
2

z̄
3

z̄
4

L3GP
pp ! H + X

G>*!Rjh2o
JJ>h kyR9 LLGP
µF = µR = m

h
/2

FIG. 1: Approximate Higgs boson rapidity distribution with threshold expansion truncated at di↵erent orders. The left panel
shows the ratio of the approximate NNLO to the exact result, the right panel shows the approximate N3LO result to the best
prediction obtained in this work.
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FIG. 2: The Higgs boson rapidity distribution at di↵erent or-
ders in perturbation theory. The lower panel shows the N3LO
and NNLO predictions normalised to the N3LO prediction for
µ = mh/2.
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] Higgs rapidity (ggF) 

• Computed @N3LO in a soft expansion 
(~inclusive) 

• Expected to work very well (apart from 
end-points) 

• Remarkably flat K-factor (as expected from 
previous orders) 

• Combined with pt@NNLO, can give 
access to N3LO fiducial volume



pt,H: a major probe for Higgs physics

Giulia Zanderighi, Precision at the LHC

1.Higgs coupling to light quarks

31

• Higgs produced dominantly via top-
quark loop (largest coupling)


• but interference effects with light 
quarks are not negligible


• provided theoretical predictions are 
accurate enough (few%?), constraint 
on charm (and possible strange) 
Yukawa can be significantly improved 

Hàgg differential cross section 80 fb-1

03/17/19 27

Low pt 

Light Yukawas…
Bulk of the distribution 

Highest precision
Boosted 

ggH vs ttH, EFT…
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H→ 4l, fiducial xsec, 2016+17+18, CMS �18
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Higgs pt: the bulk of the distribution
• In the region pt ≪ mt : ggF effective vertex, point-like interaction → 

massive simplification for calculations 

• mt-suppressed terms under good control see e.g. [Neumann et al (2016)]

• In the HEFT approximation: fully differential NNLO pt distribution known for 
quite a long time: 
✴ Boughezal, FC et al. (2015) 
✴ Boughezal et al., SCET-based (2015) 
✴ Chen, Gehrmann, Glover, Jaquier (2015) 
✴ Ellis, Campbell, Seth (2019) → detailed validation of the different methods 

• At small pt: fixed-order non reliable → match with resummation



The bulk of the distribution: NNLO+N3LL

RadISH+NNLOJET, 13 TeV, mH = 125 GeV

µR = µF = mH/2, Q = mH/2

PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations

d
Σ

/d
 p

tγγ
 [
fb

/G
e
V

]

NLO

N3LL+NLO

 0

 0.5

 1

 1.5

 2

 2.5

 3

ra
tio

 t
o
 N

3
L
L
+

N
L
O

pt
γγ [GeV]

 0.8

 1

 1.2

 10  20  30  40  50  60  70  80  90  100  110  120

RadISH+NNLOJET, 13 TeV, mH = 125 GeV

µR = µF = mH/2, Q = mH/2

PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations

d
Σ

/d
 p

tγγ
 [
fb

/G
e
V

]

NNLO

N3LL+NNLO

 0

 0.5

 1

 1.5

 2

 2.5

 3

ra
tio

 t
o
 N

3
L
L
+

N
N

L
O

pt
γγ [GeV]

 0.8

 1

 1.2

 10  20  30  40  50  60  70  80  90  100  110  120

Figure 9. Comparison of the transverse momentum distribution for Higgs boson production at
p
s =

13 TeV in the fiducial volume defined by Eq. (5.1) at N3LL+NLO and NLO (left) and N3LL+NNLO and
NNLO (right). The lower panel shows the ratio to the N3LL+NNLO prediction.

availability of matched predictions that are fully differential in the Born phase space also allows for
a direct comparison to data without relying on Monte Carlo modeling of acceptances. In this section
we consider the process pp ! H ! �� and, in particular, we focus on the transverse momentum of
the �� system in the presence of fiducial cuts.

The fiducial volume is defined by the set of cuts detailed below [7]

min(p�1
t
, p

�2
t
) > 31.25 GeV, max(p�1

t
, p

�2
t
) > 43.75 GeV,

0 < |⌘
�1,2 | < 1.37 or 1.52 < |⌘

�1,2 | < 2.37, |Y�� | < 2.37 , (5.1)

where p
�1
t

, p�2
t

are the transverse momenta of the two photons, ⌘�i are their pseudo-rapidities in the
hadronic centre-of-mass frame, and Y�� is the photon-pair rapidity. In the definition of the fiducial
volume we do not include the photon-isolation requirement, since this would introduce additional
logarithmic corrections of non-global nature in the problem, spoiling the formal N3LL+NNLO
accuracy of the differential distributions.4 We consider on-shell Higgs boson production followed
by a decay into two photons under the narrow-width approximation with a branching ratio of
2.35⇥ 10�3.

In Figure 9 we show the comparison of the matched and the fixed-order predictions for the
transverse momentum of the photon pair in the fiducial volume, at different perturbative accuracies:
N3LL+NLO vs. NLO in the left panel, and N3LL+NNLO vs. NNLO in the right one.

By comparing the two panels of Figure 9 we notice a substantial reduction in the theoretical
uncertainty in the medium-high-p��

t
region, driven by the increase in perturbative accuracy of

the fixed-order computation; at very low p
��

t
, the prediction is dominated by resummation, which

is common to both panels. The pattern observed in the right panel is very similar to what we
obtained in the inclusive case in the left panel of Figure 7. We stress again that the particularly
small uncertainty of the matched prediction is to a certain extent due to the choice of central scales
we adopt, namely µR = µF = mH/2, which suffers from large accidental cancellations.

4However, we point out that photon-isolation criteria in this case are not aggressive, and therefore they could be
safely included at fixed order.
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FIG. 3. The Higgs-boson transverse momentum distribution
matched between FO and SCET. Dashed lines indicate central
scales of mH/2 and matching profile centered at 30 GeV. The
theoretical uncertainties are estimated by taking the envelope
of all scale and profile variations (see text). Ratio plots in
the lower panel presents the scale and profile variation with
respect to NNLO+N3LL (red dashed line).

the level of 1 per-mille, which imposes a strong chal-
lenge on fixed-order calculations in the infrared unstable
small pT region. We have shown excellent agreement be-
tween SCET and NNLOJET in this region, which provides
a highly nontrivial check of both calculations. The fi-
nal matched predictions show a continuous reduction of
scale uncertainties order by order, and are significantly
more precise for small pT . We expect our results will
have an important impact on understanding the detailed
properties of the Higgs boson at the LHC.
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• Sophisticated NNLO + N3LL results available, done in two different ways 

• The two calculation have the same fixed-order and resummation accuracies 

• They only differ by subleading effects (matching procedure…) → test for robustness 

• By and large: very stable fixed-order result down to ~40 GeV → very good (fully 
differential) control of the bulk of the distribution



Low pt: light quark effects
• For mq ≪ pt ≪ mH: amplitude develops non-

Sudakov double logs

• Despite yb,c… ≪ yt, interference effects may be 
visible → constrain Yukawas! 

• Also: direct qq̅ → Hg impacts Higgs pt → powerful 
constraints for light Yukawas

2

momenta pT . mh/2. This partly compensates for the
quadratic mass suppression m2

Q/m
2
h appearing in (1). As

a result of the logarithmic sensitivity and of the 2
Q de-

pendence in quark-initiated production, one expects de-
viations of several percent in the pT spectra in Higgs
production for O(1) modifications of Q. In the SM,
the light-quark e↵ects are small. Specifically, in compar-
ison to the Higgs e↵ective field theory (HEFT) predic-
tion, in gg ! hj the bottom contribution has an e↵ect
of around �5% on the di↵erential distributions while the
impact of the charm quark is at the level of �1%. Like-
wise, the combined gQ ! hQ, QQ̄ ! hg channels (with
Q = b, c) lead to a shift of roughly 2%. Precision mea-
surements of the Higgs distributions for moderate pT
values combined with precision calculations of these ob-
servables are thus needed to probe O(1) deviations in yb
and yc. Achieving such an accuracy is both a theoretical
and experimental challenge, but it seems possible in view
of foreseen advances in higher-order calculations and the
large statistics expected at future LHC runs.

Theoretical framework. Our goal is to explore
the sensitivity of the Higgs-boson (pT,h) and leading-
jet (pT,j) transverse momentum distributions in inclusive
Higgs production to simultaneous modifications of the
light Yukawa couplings. We consider final states where
the Higgs boson decays into a pair of gauge bosons. To
avoid sensitivity to the modification of the branching ra-
tios, we normalise the distributions to the inclusive cross
section. The e↵ect on branching ratios can be included in
the context of a global analysis, jointly with the method
proposed here.

The gg ! hj channel was analysed in depth in the
HEFT framework where one integrates out the domi-
nant top-quark loops and neglects the contributions from
lighter quarks. While in this approximation the two
spectra and the total cross section were studied exten-
sively, the e↵ect of lighter quarks is not yet known with
the same precision for pT . mh/2. Within the SM,
the LO distribution for this process was derived long
ago [17, 19], and the next-to-leading-order (NLO) cor-
rections to the total cross section were calculated in [20–
24]. In the context of analytic resummations of the Su-
dakov logarithms ln (pT /mh), the inclusion of mass cor-
rections to the HEFT were studied both for the pT,h

and pT,j distributions [25–27]. More recently, the first
resummations of some of the leading logarithms (1) were
accomplished both in the abelian [28] and in the high-
energy [29] limit. The reactions gQ ! hQ, QQ̄ ! hg
were computed at NLO [30, 31] in the five-flavour scheme
that we employ here, and the resummation of the loga-
rithms ln (pT,h/mh) in QQ̄ ! h was also performed up to
next-to-next-to-leading-logarithmic (NNLL) order [32].

In the case of gg ! hj, we generate the LO spectra
with MG5aMC@NLO [33]. We also include NLO corrections
to the spectrum in the HEFT [34–36] using MCFM [37].
The total cross sections for inclusive Higgs production
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Figure 1: The normalised pT,h spectrum of inclusive Higgs
production at

p
s = 8TeV divided by the SM prediction for

di↵erent values of c. Only c is modified, while the remain-
ing Yukawa couplings are kept at their SM values.

are obtained from HIGLU [38], taking into account the
NNLO corrections in the HEFT [39–41]. Sudakov loga-
rithms ln (pT /mh) are resummed up to NNLL order both
for pT,h [42–44] and pT,j [45–47], treating mass correc-
tions following [27]. The latter e↵ects will be significant,
once the spectra have been precisely measured down to
pT values of O(5GeV). The gQ ! hQ, QQ̄ ! hg contri-
butions to the distributions are calculated at NLO with
MG5aMC@NLO [48] and cross-checked against MCFM. The ob-
tained events are showered with PYTHIA 8.2 [49] and jets
are reconstructed with the anti-kt algorithm [50] as im-
plemented in FastJet [51] using R = 0.4 as a radius
parameter.
Our default choice for the renormalisation (µR), fac-

torisation (µF ) and the resummation (QR, for gg ! hj)
scales is mh/2. Perturbative uncertainties are estimated
by varying µR, µF by a factor of two in either direc-
tion while keeping 1/2  µR/µF  2. In addition, for
the gg ! hj channel, we vary QR by a factor of two
while keeping µR = µF = mh/2. The final total theo-
retical errors are then obtained by combining the scale
uncertainties in quadrature with a ±2% relative error as-
sociated with PDFs and ↵s for the normalised distribu-
tions. We stress that the normalised distributions used
in this study are less sensitive to PDFs and ↵s varia-
tions, therefore the above ±2% relative uncertainty is a
realistic estimate. We obtain the relative uncertainty in
the SM and then assume that it does not depend on Q.
While this is correct for the gQ ! hQ, QQ̄ ! hg chan-
nels, for the gg ! hj production a good assessment of
the theory uncertainties in the large-Q regime requires
the resummation of the logarithms in (1). First steps in

4

by CMS [66] show that the residual experimental sys-
tematic uncertainty will be reduced to the level of a few
percent at the HL-LHC. Therefore, it is natural to study
the prospects of the method in future scenarios assuming
a reduced theory uncertainty given that this error may
become the limiting factor.

In order to investigate the future prospects of our
method, we need a more precise assessment of the non-
perturbative corrections to the pT,h distribution. To esti-
mate these e↵ects, we used MG5aMC@NLO and POWHEG [67]
showered with Pythia 8.2 and found that the correc-
tions can reach up to 2% in the relevant pT,h region.
This finding agrees with recent analytic studies of non-
perturbative corrections to pT,h (see e.g. [68]). With im-
proved perturbative calculations, a few-percent accuracy
in this observable will therefore be reachable.

We study two benchmark cases. Our LHC Run II sce-
nario employs 0.3 ab�1 of integrated luminosity and as-
sumes a systematic error of ±3% on the experimental
side and a total theoretical uncertainty of ±5%. This
means that we envision that the non-statistical uncer-
tainties present at LHC Run I can be halved in the
coming years, which seems plausible. Our HL-LHC sce-
nario instead uses 3 ab�1 of data and foresees a reduc-
tion of both systematic and theoretical errors by an-
other factor of two, leading to uncertainties of ±1.5%
and ±2.5%, respectively. The last scenario is illustrative
of the reach that can be achieved with improved the-
ory uncertainties. Alternative theory scenarios are dis-
cussed in the appendix. In both benchmarks, we employ
p
s = 13TeV and the PDF4LHC15 nnlo mc set [69–72],

consider the range pT 2 [0, 100]GeV in bins of 5GeV,
and take into account h ! ��, h ! ZZ⇤

! 4` and
h ! WW ⇤

! 2`2⌫`. We assume that future measure-
ments will be centred around the SM predictions. These
channels sum to a branching ratio of 1.2%, but given the
large amount of data the statistical errors per bin will
be at the ±2% (±1%) level in our LHC Run II (HL-
LHC) scenario. We model the correlation matrix as in
the 8TeV case.

The results of our �2 fits are presented in Figure 3,
showing the constraints in the c–b plane. The un-
shaded contours refer to the LHC Run II scenario with
the dot-dashed (dotted) lines corresponding to ��2 =
2.3 (5.99). Analogously, the shaded contours with the
solid (dashed) lines refer to the HL-LHC. By profiling
over b, we find in the LHC Run II scenario the follow-
ing 95% CL bound on the yc modifications

c 2 [�1.4, 3.8] (LHC Run II) , (3)

while the corresponding HL-LHC bound reads

c 2 [�0.6, 3.0] (HL-LHC) . (4)

These limits compare well not only with the projected
reach of other proposed strategies but also have the nice

×

��2 = 2.3 ��2 = 5.99

LHC Run II

HL-LHC
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Figure 3: Projected future constraints in the c–b plane.
The SM point is indicated by the black cross. The figure
shows our projections for the LHC Run II (HL-LHC) with
0.3 ab�1 (3 ab�1) of integrated luminosity at

p
s = 13TeV.

The remaining assumptions entering our future predictions
are detailed in the main text.

feature that they are controlled by the size of systematic
uncertainties that can be reached in the future. Also, at
future LHC runs our method will allow one to set relevant
bounds on the modifications of yb. For instance, in the
HL-HLC scenario we obtain b 2 [0.7, 1.6] at 95% CL.
Finally, we also explored the possibility of constrain-

ing modifications of the strange Yukawa coupling. Under
the assumption that yb is SM-like but profiling over c,
we find that at the HL-LHC one should have a sensitiv-
ity to ys values of around 30 times the SM expectation.
Measurements of exclusive h ! �� decays are expected
to have a reach that is weaker than this by a factor of
order 100 [11].
Conclusions. In this letter, we have demonstrated

that the normalised pT distribution of the Higgs or of
jets recoiling against it, provide sensitive probes of the
bottom, charm and strange Yukawa couplings. Our new
proposal takes advantage of the fact that the di↵eren-
tial Higgs plus jets cross section receives contributions
from the channels gg ! hj, gQ ! hQ, QQ̄ ! hg
that feature two di↵erent functional dependences on Q.
We have shown that in the kinematic region where the
transverse momentum p? of emissions is larger than the
relevant quark mass mQ, but smaller than the Higgs
mass mh, both e↵ects can be phenomenologically rele-
vant and thus their interplay results in an enhanced sen-
sitivity to Q. This feature allows one to obtain unique
constraints on yb, yc and ys at future LHC runs.
We derived constraints in the c–b plane that arise

from LHC Run I data and provided sensitivity projec-

[Bishara et al. (2017)]

PROBLEM: control over QCD 
corrections 

• Resolved quark loop → very 
difficult loop amplitudes 
✴beyond state-of-the-art for analytic 

calculations 
✴large logs → numerical approached 

difficult 

• Low pt, large logs → all-order 
effects must be considered
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t/b interference: not so long ago
• tb interference only known at LO 

• non trivial interplay with collinear gluons → ``standard’’ resummation machinery 
does not work. All-order effects non-trivial, and unknown 

• not enough information for a proper fixed-order / resummation matching 

Figure 4: Bottom quark contributions to the transverse momentum spectrum of the Higgs boson
at NLO and NLL+NLO for different choices of the scale Q2.

contribution is negative, choosing a smaller resummation scale for it reduces the cross section
at small pT and increases it at intermediate and large values of pT . More precisely, the choice
Q2 = mb increases the cross section by about 1% (5%) at pT = 100 GeV (pT = 40 GeV), and
decreases the cross section by about 25% in the first bin.

The heavy-quark mass effects in the resummed pT spectrum were first implemented up to
NLL+NLO in Ref. [49]. In the latter paper the top and bottom quarks are treated on the same
footing and the resummed calculation for the pT spectrum corresponds to the case in which
Q2 = Q1 = mH/2. By comparing the dashed histogram in Fig. 5 with the corresponding curve
in Fig. 6 of Ref. [49] we find relatively good agreement, despite the fact that Ref. [49] uses
µF = µR = mH/2. The good agreement is confirmed when we adopt the same scale choice.
However, as discussed in Sect. 3.1, the choice Q2 = Q1 corresponds to ignore the factorization
breaking in the bottom-quark contribution, and, in our opinion, it is not advisable.

The resummation of the logarithmically enhanced terms in the pT spectrum is effectively per-
formed by Monte Carlo event generators. The method of matching NLO computations to parton
shower simulations, implemented in MC@NLO [52] and POWHEG [53], allows the user to achieve an
accuracy which is roughly comparable to the accuracy of our resummed NLL+NLO calculation.
Such Monte Carlo generators have traditionally used the large-mt approximation in their imple-
mentations of Higgs production through gluon fusion. Recently, the exact top- and bottom-mass
dependence has been implemented both in MC@NLO [54] and POWHEG [48]. A comparison of the
relative effect of the exact top-mass dependence with respect to the result in the large-mt limit
shows a good agreement between the two generators. The inclusion of the bottom-quark mass
leads instead to relatively large differences [54].
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• use all the available information 

• resum under 2 extreme 
assumptions:  
✴b/t contributions on the same 

footing 
✴no resummation after pt ~ mb 

• Large residual uncertainties



t/b interference: NLO

4

Figure 1: Relative top-bottom interference contribution to
the transverse momentum distribution of the Higgs boson at
leading (blue) and next-to-leading (red) order in perturbative
QCD. At next-to-leading order the interference contribution
is shown with respect to the point-like Higgs E↵ective Field
Theory prediction rescaled with exact leading-order top mass
dependence. Filled bands, hardly visible at leading order,
show the change inRint caused by a variation of the renormal-
ization and factorization scales, correlated between numerator
and denominator. The hashed bands indicate the uncertainty
due to mass-renormalization scheme variation. See text for
details.

Eq.(3) in powers of ↵s. Therefore, any change in Rint in
consecutive orders in perturbation theory would reflect
di↵erences in QCD corrections to the tb interference and
the point-like contribution to H + j production. In what
follows we present Rint as a function of the Higgs boson
transverse momentum p? and the (pseudo-)rapidity ⌘H .

The impact of the top-bottom interference on the Higgs
boson transverse momentum distribution is shown in
Fig. 1. We observe that the leading order interference
changes the Higgs boson transverse momentum distribu-
tion by �8% at p? ⇠ 20 GeV and +2% at p? ⇠ 100 GeV.
Since the QCD corrections to color-singlet production in
gluon annihilation are large and since it is not clear a
priori if the QCD corrections to the interference are sim-
ilar to the QCD corrections to the point-like cross sec-
tion, large modifications of these LO results can not be
excluded. The NLO computation, illustrated in Fig. 1,
clarifies this point. There, filled bands in blue for the
leading and red for the next-to-leading order predictions
show the result for Rint(p?) computed in the pole mass
renormalization scheme. The widths of the bands in-
dicate changes in the predictions caused by variations
of renormalization and factorization scales by a factor
of two around the central value µ = HT /2. In fact,
we observe that di↵erences between leading and next-
to-leading order are very small. For example, RNLO

int
(p?)

appears to be smaller than R
LO

int
(p?) by less than a per-

Figure 2: Relative top-bottom interference contribution to
the pseudo-rapidity distribution of the Higgs boson at leading
and next-to-leading order in perturbative QCD. Bands and
colors as in Fig.1.

cent at p? < 60 GeV and, practically, coincides with it
at higher values of p?. We emphasise that these small
changes in Rint imply sizable, O(40 � 50%), corrections
to the tb interference proper that, however, appear to be
very similar to NLO QCD corrections to the point-like
cross section �tt. The scale variation bands are very nar-
row (at leading-order hardly visible) due to a cancellation
of large scale variation changes between numerator and
denominator in Eq.(3). Similar results for the Higgs bo-
son rapidity distribution for events with p? > 30 GeV
are shown in Fig. 2.

The above result for the scale variation suggests that
the uncertainties in predicting the size of top-bottom in-
terference e↵ects in H+j production are small since both
the size of corrections and the scale variation bands are
similar to the corrections to the point-like pp ! H + j

cross section. Such a conclusion, nevertheless, misses
an important source of uncertainties related to a pos-
sible choice of a di↵erent mass-renormalization scheme.
Indeed, since the leading order interference contribu-
tion is proportional to the square of the bottom mass
Rint ⇠ m

2

b
and since at leading order a change in the

mass renormalization scheme simply amounts to the use
of di↵erent numerical values for mb in calculating Rint,
it is easy to see that this ambiguity is very signifi-
cant. Indeed, suppose that we choose to renormalize
the bottom mass in the MS scheme and we take mb =
m

MS

b
(100 GeV) = 3.07 GeV as input parameter.3 Since

3
We calculated this value using the program RunDec [35] with

the input value mMS
b (mMS

b ) = 4.2 GeV.
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• 2-loop amplitude for b contribution computed in the limit mb ≪ pt ≪ mh [Melnikov, 
Tancredi, Wever (2016-17)] 

• Approximation expected to be very good for all pheno applications

• Large K-factor… 

• … but similar to HEFT 

• Large source of unc. from b-
mass scheme

• Non-trivial logarithmic 
structure 

• Still don’t know how to 
resum [some work in this 
direction: Melnikov, Penin 
(2016); Forte et al (2016); 
Penin, Liu (2018)]



t/b interference: matching with resummation

We now discuss the dependence on the choice of the resummation scale associated with the
bottom contribution. We start by comparing results for the top-bottom interference for two values
of the resummation scale Qb. The results are displayed in the left plot in Figure 2. The two

-0.14

-0.12

-0.1

-0.08

-0.06

-0.04

-0.02

 0

 0.02

 0.04

 20  30  40  50  60  70

p p -> H, 13 TeV, mH = 125 GeV

µR = µF = mT/2

On-shell, multipl. scheme

PDF4LHC15 (NNLO)

uncertainties with µR, µF, Q variations

 d
σ

/d
 p

⊥
 [
p
b
/G

e
V

]

p⊥ [GeV]

NNLL+NLO interference, Qt=mH/2, Qb=2 mb

NNLL+NLO interference, Qt=Qb=mH/2

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

p p -> H, 13 TeV, mH = 125 GeV
µR = µF = mT/2

On-shell, multipl. scheme
PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations

 d
σ

/d
 p

⊥
 [
p
b
/G

e
V

]

NNLL+NLO (top+bottom, Qt = mH/2, Qb = 2 mb)

NNLL+NLO (top+bottom, Qt = Qb = mH/2)

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0.8

 1

 1.2

 10  20  30  40  50  60  70  80  90  100  110  120ra
tio

 t
o
 Q

t=
Q

b
=

m
H

/2

p⊥ [GeV]

 0.8

 1

 1.2

 10  20  30  40  50  60  70  80  90  100  110  120

Figure 2: Comparison between two resummation-scale prescriptions for top-bottom interference
(left) and full (right) distributions. See text for details.

predictions differ by about 20% for p? ⇠ 30GeV, in line with what we expected from the discussion
in Section 2.2. We note, however, that although the two results are computed for very different
choices of the resummation scales, they are still compatible (although marginally for p? >⇠ 25GeV)
within their respective uncertainties. Only for p? >⇠ 50GeV the two results differ significantly, since
the interference obtained with Qb = 2mb vanishes faster than the one obtained with Qb = mH/2.
However, in this region the contribution of the interference to the physical spectrum is completely
negligible. Each of the two results has a relative uncertainty of about 15% for p? <⇠ 40GeV. The
variations of the resummation scales around their central value, and the variation of µR and µF

have a similar impact on the final band.
The right plot of Figure 2 shows an analogous comparison for the transverse momentum dis-

tribution that includes both top and bottom contributions. Since the interference only accounts
for about 5% of the full result, we find that the two resummation prescriptions for the top-bottom
interference are indistinguishable within the uncertainties of the top contribution. Indeed, in this
case the uncertainty band is dominated by the µR and µF variation of the top contribution, which
amounts to about 10� 15% for p? <⇠ 40GeV, while the resummation-scale uncertainty amounts to
about 5% in this region. Note however that the top-only contribution has been computed one order
higher, both in fixed-order QCD [7–11] and in the resummation framework [29]. In this paper, we
focus on the b-quark effects and hence do not include these results but, as a matter of principle,
they can be used to further reduce the uncertainty on the top contribution.

We now investigate the second source of resummation ambiguity, namely the choice of the
matching scheme. As discussed in Section 2.2, besides our default multiplicative scheme we also
consider an additive scheme. Both schemes are precisely defined in Appendix A.3. We remind
the reader that, as far as the top-bottom interference is concerned, the main qualitative difference
between the two approaches is that within the additive matching scheme, the resummation con-
tribution is proportional to the gg ! H form factor at zero transverse momentum whereas in the
multiplicative matching scheme it is weighted by the form factor g

⇤
g
⇤ ! H at finite transverse

momentum. In order to study this source of ambiguity more precisely, we consider the additive
matching scheme, with two different scales (Qb = mH/2 and Qb = 2mb), and compare the results

– 11 –

NLO result allows for a proper matching → resummation ambiguities much less severe

[FC, Monni et al. (2018)]
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Figure 3: Comparison between the additive scheme with Qt = mH/2, Qb = 2mb (left plot) or
Qt = Qb = mH/2 (right plot), and the default multiplicative scheme with Qt = Qb = mH/2.

to the multiplicative scheme.
Since in the additive scheme the resummed contribution does not include form-factor effects,

we expect sizable differences between results obtained with Qb = mH/2 and Qb = 2mb. We recall
that this is not the case in the multiplicative scheme (see Figure 2) where form-factors effects are
automatically accounted for. We then show, in Figure 3, the comparison between the top-bottom
interference in the default multiplicative scheme with Qb = mH/2 and the additive scheme with
Qb = 2mb (left plot) and Qb = mH/2 (right plot). We observe that the difference between the two
schemes is larger when the additive scheme with Qb = mH/2 is used. Nevertheless, we find that
also in this case, the difference between the two schemes for the interference does not exceed ⇠ 20%
in the bulk of the distribution. Again, the full transverse momentum distribution, shown in the left
plot of Figure 4, is only mildly affected by this ambiguity.

Finally, in the right plot of Figure 4, we show the ratio of the full distribution computed using
the default multiplicative scheme, to the corresponding HEFT result. The default result, i.e. mul-
tiplicative matching scheme with Qt = Qb = mH/2, is in good agreement with the NLO prediction.
For comparison, we also report the other extreme solution obtained with the multiplicative scheme
with Qt = mH/2, Qb = 2mb. We observe that this choice is in good agreement with both the fixed
order and the default matched solution.

In summary, we find that a conservative approach towards the inclusion of bottom-mass effects
in the matched prediction for the Higgs-p? spectrum leads to a ⇠ 20% ambiguity on the top-bottom
interference in the region mb

<⇠ p?. Since the interference provides a rather small contribution to the
Higgs transverse momentum distribution, this ambiguity translates into a few-percent uncertainty
in the Higgs p? spectrum.

In what follows, we will use the result obtained with the multiplicative matching scheme with
Qt = Qb = mH/2 as our central value. To estimate uncertainties, we will consider the envelope of
scale variations and the result obtained either by using the multiplicative or the additive scheme
with Qt = mH/2, Qb = 2mb. In addition to these source of uncertainty, an additional ambiguity
arises from the choice of the renormalization scheme for the quark masses. This will be discussed
in the next section.

3.2 Mass-scheme uncertainty and final results

In this section, we present our final results for the NNLL+NLO matched distributions. We use
as default the multiplicative matching scheme with resummation scales Qt = Qb = mH/2. We

– 12 –



t/b interference: matching with resummation
[FC, Monni et al. (2018)]resummed result. However at smaller values, p? <⇠ 30GeV we observe a marked difference between

the two results. The error for the full matched result is close to 10% for p? <⇠ 30 GeV and close to
⇠ 20% at larger p?. We stress however that the uncertainty on the dominant top contribution can
be further reduced by employing the results of Refs. [7–11, 29, 55].
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Figure 7: The distributions for the top-bottom interference contribution (left) and the full NNLL
matched result (right), using the multiplicative scheme with resummation scale Qb = Qt = mh/2
as central values. See text for details.

4 Conclusions

In this paper we performed a detailed study of the Higgs transverse momentum distribution, focusing
on the region of intermediate values of transverse momenta, mb

<⇠ p? <⇠mH . Indeed, a precise
theoretical control of the Higgs p? distribution in this region is essential to test the Higgs sector of
the Standard Model. In particular, it provides a rare opportunity to probe the Yukawa couplings
of light quarks, which are currently poorly constrained. In fact, although the main contribution to
the Higgs production cross section is due to the coupling of the Higgs to top quarks, the coupling to
bottom quarks has a non-negligible impact on the total cross section through its interference with
the top, decreasing the cross section by about O(5%).

The theoretical description of the Higgs p? distribution for mb
<⇠ p? <⇠mH in QCD is particularly

challenging since, once the contribution of bottom quarks is included, the perturbative cross section
for small p? suffers from the presence of potentially large logarithms ln (p?/mb), ln (mH/mb),
which can spoil the convergence of the perturbative expansion. The physical origin of these large
logarithms is not yet fully understood, and their all-order resummation remains currently out of
reach.

Given these conceptual limitations, we provided our best theoretical description of the Higgs
p? distribution at NNLL+NLO QCD for moderate values of the transverse momentum, including
dependence on the bottom mass. An important part of our study was a proper assessment of the
theory uncertainty of our results. The NLO result for the top-bottom interference suffers from scale
uncertainties, which amount to around 15%. On top of this, a non-negligible source of uncertainty is
provided by the renormalization scheme ambiguity for the bottom-quark mass, which we estimated
by varying from the on-shell to the MS scheme. This amounts to an uncertainty of up to 20% and
it dominates the error budget of our prediction for the top-bottom interference at small values of
the Higgs p?. Together with the uncertainties associated with the fixed order calculation, we also
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Reasonable control over t/b interference 

• Major source of uncertainty from b-mass scheme → can only be improved with 
higher order calculation 

• It will be very hard to improve in this direction 

• A common feature of processes involving (active) massive virtual quarks…
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 R. Harlander, Higgs Summary (TH), Les Houches 2017

CMS-PAS-HIG-17-010

only known to LO!

Higgs @ large pT:



Boosted Higgs: NLO
NLO is finally known. 2 approaches:  

• analytic result under the assumption mt,h ≪ pt [Kudashkin, Melnikov, Wever,+ Lindert 
(2017-18)] 

• exact numerical result [Jones, Kerner, Luisoni (2018)] 
They agree within expectation → important validation 

3

where the sum runs over all final state partons i. This
scale is known to give a good convergence of the pertur-
bative expansion and stable di↵erential K-factors (ratio
of NLO to LO predictions) in the e↵ective theory [68].
To estimate the theoretical uncertainty we vary indepen-
dently µF and µR by factors of 0.5 and 2, and exclude
the opposite variations. The total uncertainty is taken
to be the envelope of this 7-point variation.

To better highlight the di↵erences arising from the two-
loop massive contributions, we compare the new results
with full top-quark mass dependence, which we label as
“full theory result” or simply “full” in the following, to
two di↵erent approximations. In addition to predictions
in the e↵ective theory, which are referred to as HEFT in
the following, we show results in which everything but
the virtual amplitudes is computed with full top-quark
mass dependence. In this latter case only the virtual
contribution is computed in the e↵ective field theory and
reweighted by the full theory Born amplitude for each
phase space point. Following Ref. [69] we call this predic-
tion “approximated full theory” and label it as FTapprox

from now on.
We start by presenting the total cross sections, which

are reported in Table I. For comparison we present results
also for the HEFT and FTapprox approximations.

Theory LO [pb] NLO [pb]

HEFT: �LO = 8.22+3.17
�2.15 �NLO = 14.63+3.30

�2.54

FTapprox: �LO = 8.57+3.31
�2.24 �NLO = 15.07+2.89

�2.54

Full: �LO = 8.57+3.31
�2.24 �NLO = 16.01+1.59

�3.73

Table I. Total cross sections at LO and NLO in the HEFT and
FTapprox approximations and with full top-quark mass depen-
dence. The upper and lower values due to scale variation are
also shown. More details can be found in the text.

Together with the prediction obtained with the central
scale defined according to Eq. (1) we show the upper and
lower values obtained by varying the scales. While at LO
the top-quark mass e↵ects lead to an increase of 4.3%, at
NLO this increase is of the order of 9% compared to the
HEFT approximation, and there is an increase of about
6% in the total NLO cross section when comparing the
FTapprox result with the full theory one. It is important
to keep in mind that when taking into account massive
bottom-quark loop contributions, the interference e↵ects
are sizable and cancel to a large extent the increase in the
total cross section observed here between the HEFT and
the full theory results (see e.g. the results in Ref. [13]).
Note, however, that the bottom-quark mass e↵ects at
LO are of the order of 2% or smaller above the top quark
threshold.

Considering more di↵erential observables, it is well
known that very significant e↵ects due to resolving the
top-quark loop are displayed by the Higgs boson trans-
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Figure 1. Higgs boson transverse momentum spectrum at LO
and NLO in QCD in HEFT and with full top-quark mass de-
pendence. The upper panel shows the di↵erential cross sec-
tions, in the middle panel we normalize all distributions to
the LO HEFT prediction and in the lower panel we show the
di↵erential K-factors for both the HEFT and the full theory
distributions. More details can be found in the text.

verse momentum distribution, which is softened for larger
values of pt,H by the full top-quark mass dependence. By
considering the high energy limit of a point-like gluon-
gluon Higgs interaction and one mediated via a quark
loop it is possible to derive the scaling of the squared
transverse momentum distribution d�/dp

2

t,H [70, 71],
which drops as (p2t,H)

�1 in the e↵ective theory, and goes
instead as (p2t,H)

�2 in the full theory. This fact was shown
to hold numerically at LO for up to three jets in Ref. [13].
It is interesting to verify this also after NLO QCD cor-
rections are applied. To do so, in Figure 1 we show the
transverse momentum spectrum of the Higgs boson at
LO and NLO in the HEFT approximation and with the
full top-quark mass dependence.

In the upper panel we display each di↵erential distri-
bution with the theory uncertainty band originating from
scale variation. To highlight the di↵erent scaling in pt,H,
in the middle panel we normalize all the distributions to
the LO curve in the e↵ective theory. It is thus possible
to see that for low transverse momenta the full theory
predictions overshoot slightly the e↵ective theory ones.
For pt,H > 200 GeV the two predictions start deviating
more substantially. At LO the two uncertainty bands do
not overlap any more above 400 GeV, whereas at NLO
this happens already around 340 GeV due to reduction of
the uncertainty at this order. The logarithmic scale also
allows to see that the relative scaling behavior within

• Large K-factor 

• Very similar to HEFT K-factor. 
As expected from 
✴merged samples approach [see e.g. Frederix et 

al (2016), Greiner et al (2016)] 
✴approximate mt treatment [see e.g. Neumann 

and Williams (2016)]   
✴resummation analysis [see e.g. Muselli et al 

(2016)]

Can combine with NNLO 
HEFT K-factor



Boosted Higgs: all channels
At large pt, the ggF dominance becomes less pronounced → important to 
include all channels.
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• Interesting interplay of different channels. Different pattern of radiative corrections 

• NLO EW corrections in ggF? ln2(pt/mt)?



Beyond ggF: vector boson fusion
Also in this case, N3LO predictions are known for quantities inclusive over 
jet activity (not jet requirement/cut possible) [Dreyer, Karlberg (2016)] 4

 1

 10

 100
PDF4LHC15_nnlo_mc
Q/2 < µR , µF < 2 Q

σ [pb]

LO
NLO

NNLO
N3LO

 0.99

 1

 1.01

 1.02

 7  13  20  30  50 10  100

ra
ti

o 
to

 N
3L

O

√ s [TeV]

10-4

10-3

10-2

10-1

PDF4LHC15_nnlo_mc
Q/2 < µR , µF < 2 Q
LHC 13 TeV

dσ/dpt,H [pb/GeV]

LO
NLO

NNLO
N3LO

 0.99

 1

 1.01

 1.02

 0  50  100  150  200  250  300

pt,H [GeV]

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

PDF4LHC15_nnlo_mc
Q/2 < µR , µF < 2 Q
LHC 13 TeV

dσ/dyH [pb]

LO
NLO

NNLO
N3LO

 0.99

 1

 1.01

 1.02

 0  0.5  1  1.5  2  2.5  3  3.5  4

yH

FIG. 4. Cross section as a function of center-of-mass energy (left), Higgs transverse momentum distribution (center) and Higgs
rapidity distribution (right).

�(13 TeV) [pb] �(14 TeV) [pb] �(100 TeV) [pb]

LO 4.099+0.051
�0.067 4.647+0.037

�0.058 77.17+6.45
�7.29

NLO 3.970+0.025
�0.023 4.497+0.032

�0.027 73.90+1.73
�1.94

NNLO 3.932+0.015
�0.010 4.452+0.018

�0.012 72.44+0.53
�0.40

N3LO 3.928+0.005
�0.001 4.448+0.006

�0.001 72.34+0.11
�0.02

TABLE I. Inclusive cross sections at LO, NLO, NNLO and
N3LO for VBF Higgs production. The quoted uncertainties
correspond to scale variations Q/2 < µR, µF < 2Q, while
statistical uncertainties are at the level of 0.2h.

order in QCD, where we observe again a large reduction
of the theoretical uncertainty at N3LO.

A comment is due on non-factorisable QCD correc-
tions. Indeed, for the results presented in this letter, we
have considered VBF in the usual DIS picture, ignor-
ing diagrams that are not of the type shown in figure 1.
These e↵ects neglected by the structure function approx-
imation are known to contribute less than 1% to the total
cross section at NNLO [7]. The e↵ects and their relative
corrections are as follows:

• Gluon exchanges between the upper and lower ha-
dronic sectors, which appear at NNLO, but are
kinematically and colour suppressed. These contri-
butions along with the heavy-quark loop induced
contributions have been estimated to contribute at
the permille level [7].

• t-/u-channel interferences which are known to con-
tribute O(5h) at the fully inclusive level and
O(0.5h) after VBF cuts have been applied [10].

• Contributions from s-channel production, which
have been calculated up to NLO [10]. At the inclu-
sive level these contributions are sizeable but they
are reduced to O(5h) after VBF cuts.

• Single-quark line contributions, which contribute to
the VBF cross section at NNLO. At the fully inclu-
sive level these amount to corrections of O(1%) but
are reduced to the permille level after VBF cuts
have been applied [11].

• Loop induced interferences between VBF and
gluon-fusion Higgs production. These contribu-
tions have been shown to be much below the per-
mille level [36].

Furthermore, for phenomenological applications, one
also needs to consider NLO electroweak e↵ects [10], which
amount to O(5%) of the total cross section. We leave a
detailed study of non-factorisable and electroweak e↵ects
for future work. The code used for this calculation will
be published in the near future [37].
In this letter, we have presented the first N3LO calcula-

tion of a 2 ! 3 hadron-collider process, made possible by
the DIS-like factorisation of the process. This brings the
precision of VBF Higgs production to the same formal ac-
curacy as was recently achieved in the gluon-gluon fusion
channel in the heavy top mass approximation [12]. The

• Tiny corrections ~ few permill 
• No kinematic feature on top of NNLO 
• Is it the end of it? Not so fast…



VBF beyond the DIS approximation
• Typically, VBF predictions are computed in the DIS/ ``structure functions’’/ 

``factorized’’ approximation [Han, Valencia, Willenbrock (1992)] 

• In this approximation, one consider emission from the two quark legs 
independently, without considering any cross talk

VBF at NNLO
Fully inclusive VBF Higgs production known at NNLO in the 
structure function approach 

Inclusive calculation: tiny correction (~1%), tiny uncertainty (1-2%). 
Implies possibility to perform very accurate coupling measurements

Bolzoni, Maltoni, Moch, Zaro ’11

6

• Results can be borrowed from DIS → much simpler  

• Corrections to this approximation expected to be small after VBF cuts 
(first appear at NNLO, color/kinematics suppression) 

• … but are they small compared to (inclusive) precision (~per mill)?



VBF beyond the DIS approximation
• NNLO exact VBF calculation out of reach (two-loop 2→3 amplitudes well 

beyond what we can imagine doing in the near future) 

• However, possible to estimate the leading non-factorizable contributions the 
VBF region (two forward/backward tagging jets) [Liu, Melnikov, Penin (2019)] 5
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FIG. 3. Di↵erential cross sections for the transverse momentum distributions for the two leading jets, pj1,? and pj2,? and for
the Higgs boson, ph,? as well as the rapidity distributions of the first jet and of the Higgs boson in VBF at the 13 TeV LHC.
We also show the rapidity di↵erence distribution of the two tagging jets. See text for details.

production in the vector boson fusion valid in the phe-
nomenologically most interesting kinematic region where
the characteristic transverse momenta are much smaller
than the center-of-mass energy of the process and a ra-
pidity gap between the Higgs boson and the tagging jets
is present. The leading in pj,?/

p
s correction is related

to the Glauber phase and has a natural ⇡2-enhancement
along with the color suppression relative to the factoriz-
able ones. It exhibits nontrivial dependence on the trans-
verse momenta and rapidities of the tagging jets. Numer-
ically, the corrections are found to be close to half of a
percent although they can become as large as a percent
in certain kinematic regions.
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• As expected, corrections to inclusive quantities small (~4 permill), although 
larger than N3LO 

• Interestingly, small corrections come as a cancellation between positive and 
negative corrections to differential distributions → can reach percent-level in 
differential distributions



VBF: fully differential results
• For VBF, crucial to proper model the experimental setup (jet requirements) 

• Full NNLO(+NLO EW) results in the DIS approximation knownIndependent results derived using antenna subtraction method 


Differential VBF at NNLO

Lesson: NLO calculations are indicative of the size of corrections, 
but to reach percent accuracy, NNLO calculations in the fiducial 
volume are indispensable 

Cruz-Martinez, Glover, Gehrmann, Huss 1802.02445 

8

Differential NNLO results obtained using a new technique to subtract 
infrared singularities, so-called the projection to Born (P2B) method, 


Differential VBF at NNLO

• Allows to study realistic 
observables, with realistic cuts


• NNLO corrections larger (5%) 
than previously thought


• Shape effects in some 
observables (e.g. rapidity 
difference between jets), not well 
described by POWHEG


Cacciari, Dreyer, Karlberg, Salam, GZ 1506.02660

7• Corrections in the VBF region much larger than for the inclusive case (most 
likely due to non-trivial jet dynamics) 

• Residual uncertainty ~2-3% → non-factorizable contributions smaller, but barely 

• For some distribution, bad disagreement with PS → NNLOPS?

[Cruz-Martinez, Glover, Gehrmann, Huss (2018)]

[Cacciari et al (2015)]



VBF: fully differential results
• For VBF, crucial to proper model the experimental setup (jet requirements) 

• Large differential corrections: VBF very sensitive to tagging jet cuts and jet 
radius

Clustering dependence
Understanding large NNLO effects: VBF cross section highly 
sensitive to VBF cuts and radius of tagging jets

Rauch, Zeppenfeld 1703.05676

• NNLO cross section changes by almost 20% when changing the 
jet-radius from 0.4 to 1.0


• Larger R gives smaller NNLO corrections (as expected) 
9

• NNLO corrections change by ~20% from R=0.1 to R=1.0 

• It would be interesting to understand it better 
✴NNLO for VBF+j 
✴NNLOPS [only major channel where this is missing…]



VH: status
• VH: known at NNLO QCD + NLO EW for quite some time

DY-like: very good control

gg→ZH 
• delicate SM unitarity cancellations between box/triangle → very good probe 

for new physics [see e.g. Englert, McCullough, Spannowsky (2013), Harlander et al 
(2019)] 

• formally, it starts contributing at NNLO, but enhanced by gluon flux 
(~10/20% of total NNLO cross-section) 

• only known to LO → large residual uncertainties 
• currently, only approximate result [Hasselhuhn, Luthe, Steinhauser (2016)], but 

simplest yet-to-be-computed gg→XY process mediated by top loop. Within 
current (numerical) technology → expect results soon?



VH: a faithful description of measurements
• VH: important channel for H→bb̅ 
• Ideally: boosted region. In practice: semi-boosted (pt,V > 150 GeV) 
• In the boosted region, decay should be very collinear → well described by PS 
• Interesting to study the interplay fixed-order/PS in the semi-boosted region…

• Fixed-order: full NNLO (production⊗decay) [Ferrera, Grazzini Tramontano (2017); FC, 
Luisoni, Melnikov, Röntsch (2017); Gauld, Gehrmann-de Ridder, Glover, Huss, Majer (2019)]
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Figure 6: Same as Fig. 4, but for the transverse momentum of the bb̄ system that is used to

reconstruct the Higgs boson. See text for further details.

NNLO distribution.

To understand the relative impact of different contributions, we again split the full NNLO

into two different parts, �dec. and �NLO⇥NLO, and display them separately in Fig. 7. For

values of p?,bb̄ larger than p
cut

?,W
, the approximate NNLO is larger than the full NNLO by

about O(5% � 10%), independent of whether or not the cut on the W boson transverse

momentum is applied, due to the corrections from both NLOprod ⇥ NLOdec and the NNLO

decay. When the p?,W cut is imposed, the slight increase at low values of p?,bb̄ is the result

of a cancellation between the somewhat larger contributions from the NNLO decay and

the NLOprod ⇥ NLOdec. We also note that the NLOprod ⇥ NLOdec contribution smears the

Sudakov shoulder.

It is also interesting to study the angular separation �Rbb̄ =

q
�⌘

2

bb̄
+��

2

bb̄
of the b- and

b̄-jets that are used to reconstruct the Higgs boson; the corresponding distributions without

(left pane) and with (right pane) the p?,W cut are shown in Fig. 8. The impact of the

W boson transverse momentum cut on the angular separation of the jets is dramatic, as

the comparison of left and right panes shows. The shift to lower values of �Rbb̄ is again

expected, as imposing the p?,W cut selects boosted Higgs kinematics whose decay products

are closer together. Both with and without the p?,W cut, the NLO corrections modify the

shape of �Rbb̄ distributions significantly, while the NNLO corrections have a much smaller

impact.

Another distribution that is subject to large modifications if the cut on the vector boson

22

WH, Reconstructed Higgs pt, NLOdec vs NNLOdec

inclusive

Large impact of radiation from final state bs



VH: a faithful description of measurements
How well is the radiation pattern described by PS?
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Figure 9. The differential distribution of the transverse momentum of the bb̄-jet system without
(left) and with (right) the cut pt,Z > 150 GeV. Results include the gg!HZ contribution.

the Higgs decay (purple), HZNNLOPS with NLO corrections to the H ! bb̄ decay (red) and
HZJ-MiNLO predictions, with NLO decay (green). We see that the two HZNNLOPS predictions
are compatible with each other all the way down to relatively low M

bb̄
masses. We note that

the scale uncertainty is very small, of the order of 2-5%, when no gg !HZ contribution is
included. This uncertainty increases when gg!HZ events are included, since these events
sit at M

bb̄
= MH before showering. The small scale variation band is not indicative of the

true uncertainty on this distribution and is related to the fact that HZJ-MiNLO results have
been reweighted to NNLO results. In fact, the pure HZJ-MiNLO predictions, even without
gg ! HZ, have a larger uncertainty. We also note that this uncertainty is also somehow
underestimated as the band does not cover the HZNNLOPS results. This is related to the
well known fact that, in a plain POWHEG simulation, the scale is varied at the level of the
B̄ function, which is by definition inclusive over radiation, whereas the M

bb̄
spectrum is

sensitive to radiation.
In Fig. 11 we now compare fixed-order predictions (green) and our best prediction

HZNNLOPS with NLO corrections to the H ! bb̄ decay (red). In the plots of Fig. 11 we
show predictions obtained with b-jets clustered with R = 0.4 (top panels) and R = 0.7

(bottom panels). We point out that in order to populate the region to the left of the peak
(M

bb̄
< MH) there must be a radiation off the b-quarks produced in the Higgs decay. On

the contrary, the region on the right hand side of the peak (M
bb̄

> MH) is filled only when
additional radiation, off the partons from the production stage, is clustered with the Higgs
decay products.

In Fig. 11 we notice a sizeable enhancement in the M
bb̄

distribution to the left of
the Higgs peak. This enhancement was already observed in refs. [9, 20] and is even more
dramatic in this case. If we compare our left plots to the Figs. (4) and (11) of ref. [9] we
observe a larger K-factor. However there are a number of differences. First, the results of
ref. [9] are obtained with R = 0.5. Second, our MCFM-8.0 predictions are obtained using
massive b-quarks, while the NNLO-approx calculation shown in ref. [9] is obtained with
massless b-quarks. Furthermore, the two computations use different fiducial cuts and in [9]
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Figure 9. The differential distribution of the transverse momentum of the bb̄-jet system without
(left) and with (right) the cut pt,Z > 150 GeV. Results include the gg!HZ contribution.

the Higgs decay (purple), HZNNLOPS with NLO corrections to the H ! bb̄ decay (red) and
HZJ-MiNLO predictions, with NLO decay (green). We see that the two HZNNLOPS predictions
are compatible with each other all the way down to relatively low M

bb̄
masses. We note that

the scale uncertainty is very small, of the order of 2-5%, when no gg !HZ contribution is
included. This uncertainty increases when gg!HZ events are included, since these events
sit at M

bb̄
= MH before showering. The small scale variation band is not indicative of the

true uncertainty on this distribution and is related to the fact that HZJ-MiNLO results have
been reweighted to NNLO results. In fact, the pure HZJ-MiNLO predictions, even without
gg ! HZ, have a larger uncertainty. We also note that this uncertainty is also somehow
underestimated as the band does not cover the HZNNLOPS results. This is related to the
well known fact that, in a plain POWHEG simulation, the scale is varied at the level of the
B̄ function, which is by definition inclusive over radiation, whereas the M

bb̄
spectrum is

sensitive to radiation.
In Fig. 11 we now compare fixed-order predictions (green) and our best prediction

HZNNLOPS with NLO corrections to the H ! bb̄ decay (red). In the plots of Fig. 11 we
show predictions obtained with b-jets clustered with R = 0.4 (top panels) and R = 0.7

(bottom panels). We point out that in order to populate the region to the left of the peak
(M

bb̄
< MH) there must be a radiation off the b-quarks produced in the Higgs decay. On

the contrary, the region on the right hand side of the peak (M
bb̄

> MH) is filled only when
additional radiation, off the partons from the production stage, is clustered with the Higgs
decay products.

In Fig. 11 we notice a sizeable enhancement in the M
bb̄

distribution to the left of
the Higgs peak. This enhancement was already observed in refs. [9, 20] and is even more
dramatic in this case. If we compare our left plots to the Figs. (4) and (11) of ref. [9] we
observe a larger K-factor. However there are a number of differences. First, the results of
ref. [9] are obtained with R = 0.5. Second, our MCFM-8.0 predictions are obtained using
massive b-quarks, while the NNLO-approx calculation shown in ref. [9] is obtained with
massless b-quarks. Furthermore, the two computations use different fiducial cuts and in [9]
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ZH, NNLOPS + NLOdec  vs f.o.

[A
still et al (2018)]
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Figure 12: Same as Fig. 11 but for the transverse momentum of the bb̄ system that is used to

reconstruct the Higgs boson. See text for further details.

Figure 13: Same as Fig. 11 but for the hardest b (or b̄) jet. See text for further details.

distributions are normalized to their inclusive result so that their shapes can be compared.

However, we note that, while the fixed order and parton shower results use the same jet

radius, the former makes use of the flavor-kt jet algorithm while the latter uses the standard

anti-kt algorithm, and therefore the comparison between the two is not straightforward. We

will return to this point at the end of this Section.

For the mbb̄ distribution, we observe that the parton shower does quite a good job in de-

scribing the NNLO corrections, although it predicts more events at both low and high values

of mbb̄. Interestingly, the parton shower smears the peak at mbb̄ = mH more significantly in

the case where the p?,W cut is not applied. When this cut is imposed, the parton shower

predicts fewer events at the peak but the smearing effect is not as dramatic.

27

pt,V > 150 GeV

[F
C

 et al (2018)]

WH, NNLO vs off-the-shelf  PS

• Off-the shelf PS seems to capture some of the 
radiation pattern 

• Now very sophisticated NNLOPSprod⊗NLOPSdec 
available [Astill et al (2018)]. Similar pattern 

• Delicate issues about HF-identification (b-tagging 
vs flavour kt) 

• More apple-to-apple investigations desirable 
(massive b…)



VH: a faithful description of measurements
How well is the radiation pattern described by PS?
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Figure 9. The differential distribution of the transverse momentum of the bb̄-jet system without
(left) and with (right) the cut pt,Z > 150 GeV. Results include the gg!HZ contribution.

the Higgs decay (purple), HZNNLOPS with NLO corrections to the H ! bb̄ decay (red) and
HZJ-MiNLO predictions, with NLO decay (green). We see that the two HZNNLOPS predictions
are compatible with each other all the way down to relatively low M

bb̄
masses. We note that

the scale uncertainty is very small, of the order of 2-5%, when no gg !HZ contribution is
included. This uncertainty increases when gg!HZ events are included, since these events
sit at M

bb̄
= MH before showering. The small scale variation band is not indicative of the

true uncertainty on this distribution and is related to the fact that HZJ-MiNLO results have
been reweighted to NNLO results. In fact, the pure HZJ-MiNLO predictions, even without
gg ! HZ, have a larger uncertainty. We also note that this uncertainty is also somehow
underestimated as the band does not cover the HZNNLOPS results. This is related to the
well known fact that, in a plain POWHEG simulation, the scale is varied at the level of the
B̄ function, which is by definition inclusive over radiation, whereas the M

bb̄
spectrum is

sensitive to radiation.
In Fig. 11 we now compare fixed-order predictions (green) and our best prediction

HZNNLOPS with NLO corrections to the H ! bb̄ decay (red). In the plots of Fig. 11 we
show predictions obtained with b-jets clustered with R = 0.4 (top panels) and R = 0.7

(bottom panels). We point out that in order to populate the region to the left of the peak
(M

bb̄
< MH) there must be a radiation off the b-quarks produced in the Higgs decay. On

the contrary, the region on the right hand side of the peak (M
bb̄

> MH) is filled only when
additional radiation, off the partons from the production stage, is clustered with the Higgs
decay products.

In Fig. 11 we notice a sizeable enhancement in the M
bb̄

distribution to the left of
the Higgs peak. This enhancement was already observed in refs. [9, 20] and is even more
dramatic in this case. If we compare our left plots to the Figs. (4) and (11) of ref. [9] we
observe a larger K-factor. However there are a number of differences. First, the results of
ref. [9] are obtained with R = 0.5. Second, our MCFM-8.0 predictions are obtained using
massive b-quarks, while the NNLO-approx calculation shown in ref. [9] is obtained with
massless b-quarks. Furthermore, the two computations use different fiducial cuts and in [9]
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Figure 9. The differential distribution of the transverse momentum of the bb̄-jet system without
(left) and with (right) the cut pt,Z > 150 GeV. Results include the gg!HZ contribution.

the Higgs decay (purple), HZNNLOPS with NLO corrections to the H ! bb̄ decay (red) and
HZJ-MiNLO predictions, with NLO decay (green). We see that the two HZNNLOPS predictions
are compatible with each other all the way down to relatively low M

bb̄
masses. We note that

the scale uncertainty is very small, of the order of 2-5%, when no gg !HZ contribution is
included. This uncertainty increases when gg!HZ events are included, since these events
sit at M

bb̄
= MH before showering. The small scale variation band is not indicative of the

true uncertainty on this distribution and is related to the fact that HZJ-MiNLO results have
been reweighted to NNLO results. In fact, the pure HZJ-MiNLO predictions, even without
gg ! HZ, have a larger uncertainty. We also note that this uncertainty is also somehow
underestimated as the band does not cover the HZNNLOPS results. This is related to the
well known fact that, in a plain POWHEG simulation, the scale is varied at the level of the
B̄ function, which is by definition inclusive over radiation, whereas the M

bb̄
spectrum is

sensitive to radiation.
In Fig. 11 we now compare fixed-order predictions (green) and our best prediction

HZNNLOPS with NLO corrections to the H ! bb̄ decay (red). In the plots of Fig. 11 we
show predictions obtained with b-jets clustered with R = 0.4 (top panels) and R = 0.7

(bottom panels). We point out that in order to populate the region to the left of the peak
(M

bb̄
< MH) there must be a radiation off the b-quarks produced in the Higgs decay. On

the contrary, the region on the right hand side of the peak (M
bb̄

> MH) is filled only when
additional radiation, off the partons from the production stage, is clustered with the Higgs
decay products.

In Fig. 11 we notice a sizeable enhancement in the M
bb̄

distribution to the left of
the Higgs peak. This enhancement was already observed in refs. [9, 20] and is even more
dramatic in this case. If we compare our left plots to the Figs. (4) and (11) of ref. [9] we
observe a larger K-factor. However there are a number of differences. First, the results of
ref. [9] are obtained with R = 0.5. Second, our MCFM-8.0 predictions are obtained using
massive b-quarks, while the NNLO-approx calculation shown in ref. [9] is obtained with
massless b-quarks. Furthermore, the two computations use different fiducial cuts and in [9]
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ZH, NNLOPS + NLOdec  vs f.o.
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Figure 12: Same as Fig. 11 but for the transverse momentum of the bb̄ system that is used to

reconstruct the Higgs boson. See text for further details.

Figure 13: Same as Fig. 11 but for the hardest b (or b̄) jet. See text for further details.

distributions are normalized to their inclusive result so that their shapes can be compared.

However, we note that, while the fixed order and parton shower results use the same jet

radius, the former makes use of the flavor-kt jet algorithm while the latter uses the standard

anti-kt algorithm, and therefore the comparison between the two is not straightforward. We

will return to this point at the end of this Section.

For the mbb̄ distribution, we observe that the parton shower does quite a good job in de-

scribing the NNLO corrections, although it predicts more events at both low and high values

of mbb̄. Interestingly, the parton shower smears the peak at mbb̄ = mH more significantly in

the case where the p?,W cut is not applied. When this cut is imposed, the parton shower

predicts fewer events at the peak but the smearing effect is not as dramatic.

27

pt,V > 150 GeV

[F
C

 et al (2018)]

WH, NNLO vs off-the-shelf  PS

• Massive b calculation available [Berneuther, Chen, 
Si (2018); Primo, Sasso, Somogyi, Tramontano (2018)] → 
jet algorithm/full b-reconstruction studies 

• Furthermore: fully differential H→bb̅ available 
[Mondini, Schiavi, Williams (2019)] → more detailed 
studies on radiation patterns



tt̅H: the devil in the background…
•Direct probe of top Yukawa coupling
•Known to NLOQCD (+NNLL) + NLOEW, including off-shellness and interference
•Fiducial cuts enhance tails → NLOEW
•dσ ∝ yt2 no longer true @NLOEW
Chapter I.6. ttH and tH 175

Table 45: Fixed-order NLO and NLO+PS predictions for integrated tt̄ + b-jets cross sections at 13 TeV in bins
with nb � 1 and nb � 2 b jets.

Selection Tool �NLO [fb] �NLO+PS [fb] �NLO+PS/�NLO

nb � 1 SHERPA+OPENLOOPS 12820+35%
�28% 12939+30%

�27% 1.01

MADGRAPH5_AMC@NLO 13833+37%
�29% 1.08

POWHEL 10073+45%
�29% 0.79

nb � 2 SHERPA+OPENLOOPS 2268+30%
�27% 2413+21%

�24% 1.06

MADGRAPH5_AMC@NLO 3192+38%
�29% 1.41

POWHEL 2570+35%
�28% 1.13

dictions. The only significant differences between MADGRAPH5_AMC@NLO and SHERPA+OPENLOOPS
simulations lie in the employed parton showers and details of MC@NLO matching, thus the origin of the
observed discrepancy is likely to lie in the choice of shower starting scale in MADGRAPH5_AMC@NLO
combined with the higher intensity of QCD radiation in PYTHIA8 with respect to SHERPA. This is
confirmed by the further enhancement of the MADGRAPH5_AMC@NLO cross section in the bins with
nb � 3 and nb � 4 b-jets (see Figure 101), where the additional b quarks arise from g ! bb̄ parton-
shower splittings, which results in a much stronger sensitivity to shower effects. Note that this kind of
uncertainty for Nb = 3, 4 is not included in the quoted scale variations. In the SHERPA+OPENLOOPS
simulation, the size of scale uncertainties and the difference between NLO and NLO+PS predictions are
fairly similar to what observed at

p
s = 8 TeV in [425]. In particular, NLO+PS scale uncertainties range

between 20–30% in all b-jet bins and are smaller as compared to the case of fixed-order NLO. Scale vari-
ations in MADGRAPH5_AMC@NLO and POWHEL tend to be larger and agree well with each other for
Nb = 2, while POWHEL features a larger scale dependence in the other bins, especially for Nb = 3, 4.
These various differences can be attributed to the employed flavour-number schemes and to technical
aspects of the implementation of scale variations in the three different NLO+PS Monte Carlo tools.

I.6.8.e ttb differential analysis
Various differential observables for an inclusive ttb analysis with nb � 1 b-jets are presented in Fig-
ures 102–104. For all distributions that are inclusive with respect to extra light-jet emissions one observes
a rather similar behaviour as for the ttb cross section, i.e. SHERPA+OPENLOOPS, MADGRAPH5_AMC@NLO
and fixed-order NLO predictions agree well, while POWHEL lies about 20% lower. Only POWHEL fea-
tures significant shape distortions with respect to fixed-order NLO in the region of low rapidity and/or
low pT for the leading top and bottom quarks and for the tt̄ system (Figures 102–103). Observables
that explicitly involve the first light-jet emission (Figure 104) turn out to behave differently. While for
SHERPA+OPENLOOPS, POWHEL and fixed-order NLO there is mutual agreement within scale variations,
the MADGRAPH5_AMC@NLO prediction turns out to lie up to 50% higher at pT,j ⇠ 50 GeV. This
enhancement of QCD radiation in MADGRAPH5_AMC@NLO+PYTHIA8 disappears at pT,j ⇠ 150 GeV.
It is most likely related to what was observed above in b-jet bin cross sections with Nb � 2.

I.6.8.f ttbb differential analysis
Various differential observables for an inclusive ttbb analysis with nb � 2 b-jets are presented in Fig-
ures 105–109 Observables that depend on the top-quark and b-jet kinematics but are inclusive with
respect to extra jet emission are presented in Figures 105–107. For all such distributions a fairly good

•Proper description of background problematic.                                                
Most famous example: ttbb  

•Shower effects enhanced in the Higgs region…



tt̅H: the devil in the background…

•An heroic ongoing effort to understand / fix the NLO vs NLOPS issue                    
[S. Pozzorini, L. Reina, F. Buccioni, M.V. Garzelli, T. Jezo, J. Krause, A. Kardos, J. Lindert, R. 
Podskubka, C. Reuschle, F. Siegert, M. Zaro, M. Zoller, ongoing]

• A lot of complex delicate issues… cannot make justice to it in a few minutes. Just 
few highlights, see talks by S. Pozzorini at the HXSWG meetings for more details

Most likely cause of bad behavior: LARGE K-FACTOR ENHANCED BY SHOWER

tt̄bb̄ MC with 0.5 rescaling (good news) pT,j (ttbb cuts)

GOOD NEWS

NLOPS YR4 scales NLOPS 0.5 rescaling LOPS 0.5 rescaling
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scale reduction significantly reduces NLOPS/NLO and MC spread (form 2.5 to 1.5)

the way matching reduces LOPS wrt NLO excess at pT ⇠ 100GeV depends on MC
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•The good news: a more 
appropriate scale choice 
removes part of the issue

•The bad news: this does not 
remove large shower 
corrections in the Nb=2 bin



tt̅H: the devil in the background…
Most likely cause of bad behavior: LARGE K-FACTOR ENHANCED BY SHOWER

•The bad news: clever scale choice does not remove large shower corrections in 
the Nb=2 bin

•Most likely culprit: large recoil effect / bin migration
•To fix it: need to understand better QCD radiation pattern, find good 

observables sensitive to it
MC comparison of recoil observables ��15GeV
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reasonable LOPS and NLOPS agreement between PWG, MG5, Sherpa
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Once again, it would be crucial 
to better understand jet 
dynamics, g→bb̅ splitting etc…
Very interesting theoretical 
problem, not limited to tt̅H (e.g.: 
V+HF for VH…)



HH: good theory, but difficult to improve…
•HH production: direct probe of Higgs self-coupling

•Still far from measurements, but still important to have good theoretical control. 

•The (usual) problem: LO is loop-induced → NLO is already 2-loop, with massive  
virtual fermions → cannot do it analytically yet (although a lot of progress…)

•Same problem of boosted Higgs, gg→ZH, gg→VV/off-shell interference…

•In some sense, the ``simplest’’ process in this class → a lot of attention.

•Analytic side: several approximations.

•Numerical techniques developed, we now have full NLO result [Borowka et al (2016), 
Baglio et al (2018)]



HH@NLO: lesson learned

•Reasonable approximations to 
extend 1/mt result beyond the 
top threshold (rescaled Born, 
exact real radiation) can fail 
quite significantly 

•Exact K-factor much less flat 
than for mt approximations

Still unclear why 
this is happening

•It would be interesting to study different approximations, to understand better 
what is going on [see e.g. Xu, Yang (2018)]

• It would be interesting to study other processes, to gain extra information       
(ZZ, Hj, VH)



HH@NLO: applications
•NLO calculations used as a basis for several applications. For example:

•NLOPS [Heinrich et al. (2017)]

• Informing analytic approximations to extend calculation at high invariant mass 
[Davies et al. (2019)]

• NLO+NNLOmt→∞ [de Florian et al. (2016), Grazzini et al (2018)], +NNLLsoft [de Florian, 
Mazzitelli (2018)]

 16

Higgs Pair - NNLO HTL Combined with NLO SM

Grazzini, Heinrich, SJ, Kallweit, Kerner, Lindert, 
Mazzitelli 18; (+NNLL) de Florian, Mazzitelli 18;Figure 2: Higgs boson pair invariant mass distribution at NNLO for the di↵erent approximations,

together with the NLO prediction, at 14TeV (left) and 100TeV (right). The lower panels show the
ratio with respect to the NLO prediction, and the filled areas indicate the NLO and NNLOFTapprox

scale uncertainties.

harder and the softer Higgs boson (pT,h1 and pT,h2, Figs. 6 and 7), and the azimuthal separation
between the two Higgs bosons (��hh, Fig. 8). For the sake of clarity, we only show the scale
uncertainty bands corresponding to the NLO and NNLOFTapprox predictions.

We start our discussion from the invariant-mass distribution of the Higgs boson pair, re-
ported in Fig. 2. We observe that the NNLOB-proj and NNLONLO-i approximations predict a
similar shape, with very small corrections at threshold, an approximately constant K-factor for
larger invariant masses, and only a small di↵erence in the normalization between them, which
increases in the 100TeV case. The NNLOFTapprox, on the other hand, presents a di↵erent shape,
in particular with larger corrections for lower invariant masses, a minimum in the size of the
corrections close to the region where the maximum of the distribution is located, and a slow
increase towards the tail. The di↵erent behavior of the NNLOFTapprox in the region close to
threshold is more evident at 100TeV, where the increase is about 30% in the first bin. Naively
we could expect that if this region is dominated by soft parton(s) recoiling against the Higgs
bosons, the Born projection and FTapprox should provide similar results. We have investigated
the origin of this di↵erence, and we find that in the region Mhh ⇠ 2Mh the cross section is actu-
ally dominated by events with relatively hard radiation recoiling against the Higgs boson pair
(for example, at

p
s = 100TeV, the average transverse momentum of the Higgs boson pair in

the first Mhh bin is pT,hh ⇠ 100GeV at NLO). In this region the exact loop amplitudes behave
rather di↵erently as compared to the amplitudes evaluated in the HEFT: As the production
threshold is approached, they go to zero faster than in the mass-dependent case, thus explain-
ing the di↵erences we find. Within the NNLOFTapprox, the corrections to the Mhh spectrum
range between 10% and 20% at 14TeV. The scale uncertainty is substantially reduced in the
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R(ij ! HH +X) =
ABorn

Full
(ij ! HH +X)

A(0)

HEFT
(ij ! HH +X)
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Differential NNLO HTL + NLO SM 

Top quark mass effects studied using 
3 different approximations

p
s 13 TeV 14 TeV 27 TeV 100 TeV

NLO [fb] 27.78 +13.8%
�12.8% 32.88 +13.5%

�12.5% 127.7 +11.5%
�10.4% 1147 +10.7%

�9.9%

NLOFTapprox [fb] 28.91 +15.0%
�13.4% 34.25 +14.7%

�13.2% 134.1 +12.7%
�11.1% 1220 +11.9%

�10.6%

NNLONLO�i [fb] 32.69 +5.3%
�7.7% 38.66 +5.3%

�7.7% 149.3 +4.8%
�6.7% 1337 +4.1%

�5.4%

NNLOB�proj [fb] 33.42 +1.5%
�4.8% 39.58 +1.4%

�4.7% 154.2 +0.7%
�3.8% 1406 +0.5%

�2.8%

NNLOFTapprox [fb] 31.05 +2.2%
�5.0% 36.69 +2.1%

�4.9% 139.9 +1.3%
�3.9% 1224 +0.9%

�3.2%

Mt unc. NNLOFTapprox ±2.6% ±2.7% ±3.4% ±4.6%

NNLOFTapprox/NLO 1.118 1.116 1.096 1.067

Table 1: Inclusive cross sections for Higgs boson pair production for di↵erent centre-of-mass
energies at NLO and NNLO within the three considered approximations. Scale uncertain-
ties are reported as superscript/subscript. The estimated top quark mass uncertainty of the
NNLOFTapprox predictions is also presented. The uncertainties due to the qT -subtraction and
the numerical evaluation of the virtual NLO contribution are both at the per mille level.

NNLOFTapprox, i.e. by about a factor of three. This reduction of the scale uncertainties is
stronger as we increase the collider energy, being close to a factor of five at 100TeV.

As is well known, scale uncertainties can only provide a lower limit on the true perturbative
uncertainties. In particular, from Table 1 we see that the di↵erence between the NNLO and
NLO central predictions is always larger than the NNLO scale uncertainties (although within
the NLO uncertainty bands). In any case, the strong reduction of scale uncertainties, together
with the moderate impact of NNLO corrections, suggests a significant improvement in the
perturbative convergence as we move from NLO to NNLO.

It is also worth mentioning that the three approximations have a di↵erent behaviour withp
s. For instance at 100TeV, the increase with respect to the NLO prediction for the NNLOB-proj

and NNLONLO-i approaches is 23% and 17%, respectively, values that are close to the ones for
14TeV (20% and 18%, respectively). By contrast, the NNLOFTapprox result increases the NLO
prediction by 7% at 100TeV, i.e. the correction is smaller by almost a factor of two than
at 14TeV (12%), which also means a larger separation with respect to the other two NNLO
approximations. The smaller size of the NNLO corrections in the FTapprox at higher energies
is also consistent with the observed reduction of scale uncertainties.

As was mentioned already in Section 2.2, the NNLOFTapprox result is expected to be the most
accurate one among the approximations studied in this work, and therefore it is considered to
be our best prediction. In order to estimate the remaining uncertainty associated with finite top
quark mass e↵ects at NNLO, we start by considering the accuracy of the FTapprox approximation
at NLO. At 14TeV the NLO FTapprox result (see Table 1) overestimates the full NLO total cross
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1) NNLONLO-i 

Rescale NLO by KNNLO = NNLOHTL/NLOHTL 

2) NNLOB-proj 

Project real radiation contributions to Born 
configurations, rescale by LO/LOHTL 
3) NNLOFTapprox  
NNLO HTL correction rescaled for each 
multiplicity by:

A very good control…

… with a very big caveat



HH@NLO: mass-scheme dependence
•Result depends non-trivially on the renormalisation scheme and scale for the top 

quark mass [Baglio et al (2019)]

• Ambiguities substantially larger than ``standard’’ uncertainties (careful in 
identify TH uncertainty with ``naive’’ scale variation…)

7

5 Uncertainties due to the top mass scheme

For the uncertainty related to the scheme and scale choice of
the top mass we have calculated the total NLO results for the
differential gluon-fusion cross section for the MS top mass
at different scale choices and have compared to our default
prediction using the top quark pole mass both in the loop
propagators and in the Yukawa coupling. We have used an
N3LO evolution and conversion of the pole into the MS mass
at the input scale given by the MS top mass itself. This leads,
for our choice of mt = 172.5 GeV for the top pole mass to
an MS mass of mt(mt) = 163.02 GeV. The renormalisation
of the top mass has been adjusted accordingly in our cal-
culation, and we have switched to an MS mass both in the
loop propagators and in the Yukawa coupling. We present
the top-quark scheme uncertainties at four selected values
of Q in the invariant Higgs-pair mass differential cross sec-
tion. We take the maximum and minimum differential cross
sections when the scale of the MS top quark mass is varied
in the range Q/4 and Q, compared to our default pole mass
predictions, and we obtain the following variations,

ds(gg ! HH)

dQ

���
Q=300 GeV

= 0.0298(7)+6%
�34% fb/GeV,

ds(gg ! HH)

dQ

���
Q=400 GeV

= 0.1609(4)+0%
�13% fb/GeV,

ds(gg ! HH)

dQ

���
Q=600 GeV

= 0.03204(9)+0%
�30% fb/GeV,

ds(gg ! HH)

dQ

���
Q=1200 GeV

= 0.000435(4)+0%
�35% fb/GeV,

(20)

using PDF4LHC parton densities. The top-quark scheme un-
certainty is significant over the whole range of mHH . Note
that a similar result has been observed in single Higgs pro-
duction for large Higgs masses which correspond to our tri-
angle diagram involving the triple Higgs coupling. Further-
more, this scheme uncertainty is reduced by roughly a fac-
tor of two from LO to NLO. The prediction involving the
top pole mass, that we take as our central prediction, is the
maximal prediction for high mHH values. The uncertainties
induced by the top-mass scheme and scale choice on the to-
tal cross section at NLO will be given in a forthcoming pub-
lication [53].

6 Conclusions

We have presented the calculation of the full NLO QCD
corrections to Higgs-boson pair production via gluon fu-
sion for the top-loop contributions. This has been performed
by numerical integrations of the involved virtual two-loop
corrections to the four-point functions, while the results of
the single-Higgs case have been translated to the three-point

contributions that involve the trilinear Higgs self-coupling.
The one-particle reducible contributions that appear for the
first time at NLO have been inferred from the explicit analyt-
ical one-loop results for H ! Zg , where the Z-boson mass
plays the role of the virtuality of the gluon in the dressed
Hgg

⇤ vertex. In order to isolate the ultraviolet, infrared and
collinear divergences, we have performed appropriate end-
point subtractions at the integrand level and described the
explicit construction of infrared subtraction terms that al-
low for a clean separation of the infrared singularities from
the regular rest. The real corrections have been obtained by
generating the full matrix elements with automatic tools. We
have constructed the infrared and collinear subtraction term
as the heavy-top limit of the real matrix elements involving
the fully massive LO sub-matrix element. Adding back the
full results in the heavy-top limit completed the full real cor-
rections. The final results we have obtained agree with pre-
vious calculations for the individual finite parts of the real
and virtual corrections. We find finite NLO mass effects that
are up to �30% for large invariant Higgs-pair masses, while
the total NLO top-mass effects modify the total cross section
by about �15%.

We have studied the theoretical uncertainties related to
variations of the renormalisation and factorisation scales and
have found agreement with the previously known results
finding uncertainties at the level of 10� 15%. A novel out-
come of our calculation is the additional uncertainty induced
by the scheme and scale dependence of the top mass that
can be significant, amounting to +6%/� 34% at mHH =
300 GeV and +0%/� 35% at mHH = 1200 GeV. The in-
duced uncertainty on the total cross section will be given in
a forthcoming publication [53].

In the future we plan to extend our calculation to beyond-
the-SM models as e.g. the 2HDM or MSSM.
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• Unfortunately, natural to expect (and also seen in b-contribution to the Higgs pt 
spectrum [Melnikov, Tancredi, Wever (2017)])

• For bulk ggF: top is not active → effect not there (this is the exception!)
• Honest solution: one order higher, i.e. NNLO for a process for which we can only 

barely compute NLO… quite some fun ahead…



Conclusions
• A 125 GeV Higgs: sweet spot for thorough studies of its properties
• LHC measurements progressing very fast
• Higgs has always been one of the main player in pushing our understanding of 

QCD and collider phenomenology
• A lot of recent progress → could not make justice to it. Among missing items

• Off-shell
• Background issues (ggF contamination to VBF, PS/UE effects…)
• EW
• Higgs and complex final states
• EFT/BSM. Future colliders…

• Apologies if I skipped your favourite topic!

• The general picture: theory in a pretty good shape, but still a lot to be done

• In many cases, this requires some non-trivial improvement in our understanding 
of QCD/EW/collider pheno, that would have actual implication for real-world 
Higgs explorations → EXCITING TIMES AHEAD!



Thank you very much!


