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Neural networks that are able to reliably execute algorithmic computation may hold transformative potential
to both machine learning and theoretical computer science. On one hand, they could enable the kind of
extrapolative generalisation scarcely seen with deep learning models. On another, they may allow for running
classical algorithms on inputs previously considered inaccessible to them.

Both of these promises are shepherded by the neural algorithmic reasoning blueprint, which I have recently
proposed in a position paper alongside Charles Blundell. On paper, this is a remarkably elegant pipeline for
reasoning on natural inputs which carefully leverages the tried-and-tested power of deep neural networks as
feature extractors. However, in practice, its success rests on successful realisation of algorithmic alignment –
neural networks that are capable of executing algorithmic computations in a high-dimensional latent space,
ideally in a manner that extrapolates outside of the training set.

In this talk, I will outline some of the recent work we have done on strengthening algorithmic alignment from
both an empirical and a theoretical point of view. These efforts include a dataset of algorithmic reasoning
tasks, to be used as a bootstrapping basis, as well as formalising the theoretical connection between (graph)
neural networks and dynamic programming using the tools of category theory and abstract algebra.
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