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Large Scale Structure  
BAO’s 



❖ We do have a fairly good model (Hot Big Bang model) describing the evolution 
of the universe, with rather well measured parameters

❖ The concordance ΛCDM model is based on General Relativity and the Standard 
Model of Particles (ElectroWeak+QCD), but needs some additional ingredients
❖ Inflation and the inflaton field ?
❖ matter anti-matter asymmetry ?
❖ Dark matter (?) : the existence of an exotic form of matter (non baryonic) is 

required - Mean Dark Matter density is 5-6 times larger that ordinary matter 
density 

❖ Dark Energy (?) : A cosmological constant  or another form of energy 
density is also required. Today’s universe energy density is dominated by 
DE, which has repulsive gravitational effects at very large (cosmological 
scales) and is responsible for the observed accelerated expansion of the 
universe   
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Today’s composition 

And H0=67km/s/Mpc 
within < 1km/s/Mpc 
 
And tau… 

? 
3 parameters to set (though General Relativity) the dynamics of the Universe,  

1 parameter to capture the effect of reionisation (end of the dark ages),  
2 parameters to describe the characteristics of primordial fluctuations.  

Flat spatial geometry assumed. 
  

Ø  Ωbh2
   Baryon density today - The amount of ordinary matter  

Ø  Ωch2   Cold dark matter density today – only weakly interacting 
Ø  Θ     Sound horizon size when optical depth τ reaches unity 

  (Distance traveled by a sound wave since inflation, when universe   
  became  transparent at recombination at t ~380 000 years) 
 

Ø  τ      Optical depth at reionisation (due to Thomson scattering of photons on e-), i.e.        
            fraction of the CMB photons re-scattered during that process 

Ø  As       Amplitude of the curvature power spectrum                                              
 (Overall contrast of primordial fluctuations)  

Ø   ns       Scalar power spectrum power law index                
 (ns-1 measures departure from scale invariance) 

Ø  Others are derived parameters within the model, in particular  
–  Ω “Dark Energy’’ fraction of the critical density (derived only if assumed flat) 
–  H0  the expansion rate today (in km/s per Mpc of separation) 
–  t0  the age of the universe (in Gy)	

Base	ΛCDM	model	with	6	parameters	
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ΛCDM model with 6 parameters   
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Cosmological probes and Dark energy (I)

❖ Large Scale Structure (LSS) : shape (power spectrum or correlation function) and 
its evolution with redshift is a powerful cosmological probe - in particular the 
BAO feature in the LSS 

❖ Baryon Acoustic Oscillations (BAO) : Measurement of characteristic scales  → 
dA(z), H(z)

❖ Supernovae (SN) : Measure of apparent SNIa luminosity as a function of → dL(z)
❖ Weak lensing (WL) : Measure of preferred orientation of galaxies → dA(z), 

growth of inhomogeneities (structures / LSS)
❖ Galaxy Clusters (CL) : number count and distribution of clusters → dA(z), H(z), 

Structure formation (LSS)
❖ Integrated Sachs Wolf (ISW) effect : effect of evolving gravitational potential in 

large scale structures (with redshift)



❖ 1- Study the geometry of the universe (FLRW metric) - with a distance-redshift relation 
depending on the cosmological parameters (energy-matter densities)
❖ Standard candles : SNIa , gravitational sirenes (GW)…
❖ Standard ruler probes : BAO 

❖ 2- Study the dynamics of structure formation : observe the LSS form and evolve through 
cosmic time (redshift) 
❖ Matter distribution using tracers (LSS) or the gravitational potential through lensing 

❖ Statistical properties of matter distribution in the universe and its evolution with time 
(redshift) is one of the major tools/probes to test the cosmological model, determine its 
parameters: Dark matter and dark energy properties, neutrinos masses … 

❖ The analysis is often carried out using the correlation function (or the spatial or angular 
power spectrum P(k) , C(l) …

Cosmological probes (II)



D. Weinberg et al. Phys.Rep. 2013, arXiv:1201.2434

L. Amendola et al. Phys.Rev. D . 2013, arXiv:1210.0439

L. Amendola et al. , Living Reviews in Relativity . 2018, arXiv:1606.00180

https://arxiv.org/abs/1201.2434
https://arxiv.org/abs/1210.0439
https://arxiv.org/pdf/1606.00180.pdf


Nearly homogeneous and isotropic universe at large scales (>Gpc), but structured at 
smaller scales, from few hundred Mpc (BAO ~100 Mpc), then galaxy clusters (1-10 Mpc), 

to galaxies (10-100 kpc) et of course stars and planetary systems.
Structure formation driven mostly by the  

gravitational forces and collapse 

 A slice through the SDSS galaxy 3D 
distribution Zehavi et al. ApJ 2011, arXiv:1005.2413

https://arxiv.org/abs/1005.2413


zdeczeq

Radiation dominated universe

No growth for pour k > keq,
(for length scales smaller than 1/keq  )

Photons-baryons coupling
Acoustic Oscillations

Growth of dark matter density 
fluctuations 

Growth of matter density 
inhomogeneities

Gravitational collapse
Univers dominé par la radiation

Structure formation → LSS

❖ Initial spectrum : P(k) = k^n , n ~ 1  

❖ Transfer function (linear regime): T(k) 

❖ Growth factor 

❖ Characteristic scale 

P(k) ~ k^1 
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http://www.virgo.dur.ac.uk/2014/11/11/EAGLE/index.html

http://www.virgo.dur.ac.uk/2014/11/11/EAGLE/index.html


SDSS-DR9 , Anderson et al  et al. 2012, arXiv:1203.6594

SDSS - M. Tegmark et al.
ApJ , astro-ph/03010725

k
2 0.2 0.02 0.002

LSS : Power spectrum and different scales
14 L. Anderson et al.

Figure 8. The CMASS DR9 power spectra before (left) and after (right) reconstruction with the best-fit models overplotted. The vertical dotted lines show
the range of scales fitted (0.02 < k < 0.3hMpc�1), and the inset shows the BAO within this k-range, determined by dividing both model and data by the
best-fit model calculated (including window function convolution) with no BAO. Error bars indicate

p
Cii for the power spectrum and the rms error calculated

from fitting BAO to the 600 mocks in the inset (see Section 4.2 for details).

an estimate of the “redshift-space” power, binned into bins in k of
width 0.04hMpc�1.

6.2 Fitting the power spectrum

We fit the observed redshift-space power spectrum, calculated as
described in Section 6, with a two component model comprising a
smooth cubic spline multiplied by a model for the BAO, following
the procedure developed by Percival et al. (2007a,c, 2010). The
model power spectrum is given by

P (k)m = P (k)smooth ⇥Bm(k/↵), (32)

where P (k)smooth is a smooth model that fits the overall shape
of the power spectrum, and the BAO model Bm(k), calculated for
our fiducial cosmology, is scaled by the dilation parameter ↵ as
defined in Eq. 21. The calculation of the BAO model is described
in detail below. This scaling of the acoustic signal is identical to
that used in the correlation function fits, although the differing non-
linear prescriptions in (Eqns 23 & 32) means that the non-linear
BAO damping is treated in a subtly different way.

Each power spectrum model to be fitted is convolved with the
survey window function, giving our final model power spectrum to
be compared with the data. The window function for this convolu-
tion is the normalised power in a Fourier transform of the weighted
survey coverage, as defined by the random catalogue, and is calcu-
lated using the same Fourier procedure described in Section 6 (e.g.
Percival et al. 2007c). This is then fitted to express the window
function as a matrix relating the model power spectrum evaluated
at 1000 wavenumbers, kn, equally spaced in 0 < k < 2hMpc�1,
to the central wavenumbers of the observed bandpowers ki:

P (ki)fit =
X

n

W (ki, kn)P (kn)m �W (ki, 0). (33)

The final term W (ki, 0) arises because we estimate the average
galaxy density from the sample, and is related to the integral con-
straint in the correlation function. In fact this term is smooth (as

the power of the window function is smooth), and so can be ab-
sorbed into the smooth component of the fit, and we therefore do
not explicitly include this term in our fits.

To model the overall shape of the galaxy clustering power
spectrum we use a cubic spline (Press et al. 1992), with nine nodes
fixed empirically at k = 0.001, and 0.02 < k < 0.4 with
�k = 0.05, matching that adopted in Percival et al. (2007c, 2010).
This model was tested in these papers, but we show in Section B3
that it also provides an excellent fit to the overall shape of the DR9
CMASS mock catalogues, and that there is no evidence for devia-
tions for the fits to the data.

To calculate our fiducial BAO model, we start with a linear
matter power spectrum P (k)lin, calculated using CAMB (Lewis et
al. 2000), which numerically solves the Boltzman equation describ-
ing the physical processes in the Universe before the baryon-drag
epoch. We then evolve using the HALOFIT prescription (Smith
et al. 2003), giving an approximation to the evolved power spec-
trum at the effective redshift of the survey. To extract the BAO, this
power spectrum is fitted with a model as given by Eq. 32, where we
adopt a fixed BAO model (BEH) calculated using the Eisenstein &
Hu (1998) fitting formulae at the same fiducial cosmology. Divid-
ing P (k)lin by the best-fit smooth power spectrum component from
this fit produces our BAO model, which we denote BCAMB.

We damp the acoustic oscillations to allow for non-linear ef-
fects

Bm = (BCAMB � 1)e�k2⌃2
nl/2 + 1, (34)

where the damping scale ⌃nl is a fitted parameter. We assume
a Gaussian prior on ⌃nl with width ±2h�1 Mpc, centred on
8.24h�1 Mpc for pre-reconstruction fits and 4.47h�1 Mpc for
post-reconstruction fits, matching the average recovered values
from fits to the 600 mock catalogs with no prior. The exact width of
the prior is not important, but if we do not include such a prior, then
the fit can become unstable with respect to local minima at extreme
values.

c� 2011 RAS, MNRAS 000, 2–33
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LSS sensitivity to cosmological parameters 

VIRGO simulations arXiv: 9709010 
, https://wwwmpa.mpa-garching.mpg.de/Virgo/virgopics.html See also DEUS consortium : http://www.deus-consortium.org

https://wwwmpa.mpa-garching.mpg.de/Virgo/virgopics.html
http://www.deus-consortium.org
https://arxiv.org/abs/1203.6594


LSS and neutrinos 
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5 25. Neutrinos in Cosmology

Figure 25.2: Ratio of the CMB C
T T
¸ and matter power spectrum P (k) (computed for each model

in units of (h≠1Mpc)3) for di�erent values of
q

m‹ over those of a reference model with massless
neutrinos. In order to minimize and better characterise the e�ect of

q
m‹ on the CMB, the

parameters that are kept fixed are Êb, Êc, · , the angular scale of the sound horizon ◊s and the
primordial spectrum parameters (solid lines). This implies that we are increasing the Hubble
parameter h as a function of

q
m‹ . For the matter power spectrum, in order to single out the e�ect

of neutrino free-streaming on P (k), the dashed lines show the spectrum ratio when {Êm, Êb, ��}
are kept fixed. For comparison, the error on P (k) is of the order of 5% with current observations,
and the fractional C¸ errors are of the order of 1/

Ô
¸ at low ¸.

25.2.3 E�ect of neutrino masses on the CMB
Neutrino eigenstates with a mass mi π 0.57 eV become non-relativistic after photon decoupling.

They contribute to the non-relativistic matter budget today, but not at the time of equality or
recombination. If we increase the neutrino mass while keeping fixed the density of baryons and
dark matter (Êb and Êc), the early cosmological evolution remains fixed and independent of the
neutrino mass, until the time of the non-relativistic transition. Thus one might expect that the
CMB temperature and polarisation power spectra are left invariant. This is not true for four
reasons.

First, the neutrino density enhances the total non-relativistic density at late times, Êm =
Êb + Êc + Ê‹ , where Ê‹ © �‹h

2 is given as a function of the total mass
q

m‹ by Eq. (25.2).
The late background evolution impacts the CMB spectrum through the relation between scales
on the last scattering surface and angles on the sky, and through the late ISW e�ect (see Cosmic
Microwave Background – Chap. 28 of this Review). These two e�ects depend respectively on the
angular diameter distance to recombination, dA(zrec), and on the redshift of matter-to-» equality.
Increasing

q
m‹ tends to modify these two quantities. By playing with h and ��, it is possible to

keep one of them fixed, but not both at the same time. Since the CMB measures the angular scale of
acoustic oscillations with exquisite precision, and is only loosely sensitive to the late ISW e�ect due
to cosmic variance, we choose in Fig. 25.2 to play with the Hubble parameter in order to maintain
a fixed scale dA(zrec). With such a choice, an increase in neutrino mass comes together with a
decrease in the late ISW e�ect explaining the depletion of the CMB spectrum for l Æ 20. The fact
that both

q
m‹ and h enter the expression of dA(zrec) implies that measurements of the neutrino

mass from CMB data are strongly correlated with h. Second, the non-relativistic transition of
neutrinos a�ects the total pressure-to-density ratio of the universe, and causes a small variation
of the metric fluctuations. If this transition takes place not too long after photon decoupling, this

6th December, 2019 11:49am

3 25. Neutrinos in Cosmology

that the lightest neutrino is still relativistic today, in which case this relation is slightly incorrect,
but given that the total density is always strongly dominated by that of non-relativistic neutrinos,
the error made is completely negligible. Using the expression for ni/n“ obtained from precise
neutrino decoupling studies, and knowing n“ from the measurement of the CMB temperature, one
can compute fl

0
‹ , the total neutrino density today, in units of the critical density fl

0
crit

[12]:

œ‹ = fl
0
‹

fl
0
crit

=
q

m‹

93.14h2 eV , (25.2)

and the total neutrino average number density today: n
0
‹ =339.5 cm≠3. Here h is the Hubble

constant in units of 100 km s≠1 Mpc≠1.

5 5

Figure 25.1: Ratio of the CMB C
T T
¸ (left, including lensing e�ects) and matter power spectrum P (k)

(right, computed for each model in units of (h≠1Mpc)3) for di�erent values of ∆Ne� © Ne� ≠ 3.045
over those of a reference model with ∆Ne� = 0. In order to minimize and better characterise
the e�ect of Ne� on the CMB, the parameters that are kept fixed are {zeq, z», Êb, ·} and the
primordial spectrum parameters. Fixing {zeq, z»} is equivalent to fixing the fractional density
of total radiation, of total matter and of cosmological constant {�r, �m, ��} while increasing the
Hubble parameter as a function of Ne� . The statistical errors on the C¸ are ≥ 1% for a band power
of ∆¸ = 30 at ¸ ≥ 1000. The error on P (k) is estimated to be of the order of 5%.

25.2 E�ects of neutrino properties on cosmological observables
As long as they are relativistic, i.e., until some time deep inside the matter-dominated regime for

neutrinos with a mass mi π 3.15 T
eq
‹ ≥ 1.5 eV (see Big Bang Cosmology, Chap. 21 in this Review),

neutrinos enhance the density of radiation: this e�ect is parameterised by Ne� and can be discussed
separately from the e�ect of the mass that will be described later in this section. Increasing Ne�

impacts the observable spectra of CMB anisotropies and matter fluctuations through background
and perturbation e�ects.
25.2.1 E�ect of Ne� on the CMB

The background e�ects depend on what is kept fixed when increasing Ne� . If the densities of
other species are kept fixed, a higher Ne� implies a smaller redshift of radiation-to-matter equality,
with very strong e�ects on the CMB spectrum: when the amount of expansion between radiation-
to-matter equality and photon decoupling is larger, the CMB peaks are suppressed. This e�ect is
not truly characteristic of the neutrino density, since it can be produced by varying several other
parameters. Hence, to characterise the e�ect of Ne� , it is more useful and illuminating to enhance

6th December, 2019 11:49am

https://pdg.lbl.gov/2019/reviews/rpp2019-rev-neutrinos-in-cosmology.pdf


Acoustic Oscillations seen in CMB

Characteristic scale ~ 150 Mpc

Galaxy distribution 
(z, angle (α,δ)) plane

z

BAO: Imprints of  photon-baryon plasma 
oscillationsin galaxy distribution

R. Ansari - Feb 2014



Animation : D. Eisenstein

Matter clustering and Acoustic Oscillations 



❖ BAO’s : Imprints left by the baryon-photon plasma oscillations prior to decoupling, on dark matter 
and visible matter (galaxies …) during structure formation after decoupling

❖ Wiggles in the distribution of matter, dominated by dark matter ( and also visible matter / galaxies) : 
A preferential length scale (~ 150 Mpc) in the matter clustering  → Standard ruler type cosmological 
probe with a measurement @ z ~ 1100 (CMB anisotropies)

BAO  : Power spectrum and correlation function

16 L. Anderson et al.

Figure 10. Top panel: The measured monopole of the CMASS galaxy correlation function, multiplied by the square of the scale, s, for each of the BOSS
data releases. These figures are shown pre-reconstruction. For clarity, the DR10 data have been shifted horizontally by +1h

�1
Mpc and the DR9 data by

�1h
�1

Mpc. Bottom panel: The measured spherically averaged CMASS galaxy power spectrum, multiplied by the frequency scale, k, for each of the BOSS
data releases. For clarity, the DR9 data have been shifted by +0.002hMpc

�1 and the DR10 data by �0.002hMpc
�1. All of the error-bars shown in both

panels represent the diagonal elements of the covariance matrix determined from the mocks. One can observe broadly consistent clustering, especially in the
overall shape of each curve.

DR11, it represents, at worst, a 1 per cent underestimate of the bias
of the CMASS galaxies. Consistent trends are found in the LOWZ
sample (Tojeiro et al. 2014).

Fig. 11 displays the best-fit BAO model (solid curves) com-
pared to the data for ⇠(s) (left panels) and P (k) (right panels)
for DR11 only. The pre-reconstruction measurements are displayed
in the top panels, and the post-reconstruction ones in the bottom
panels. The measurements are presented for our fiducial binning
width and centring, and show a clear BAO feature in both P (k)
and ⇠(s), with the best-fit models providing a good fit. The ef-
fect of reconstruction is clear for both the correlation function
and power spectrum, with the BAO signature becoming more pro-
nounced relative to the smooth shape of the measurements. In-
deed, all of the BAO measurements, listed in Table 7, have im-
proved post-reconstruction, in contrast to our DR9 results (Ander-

son et al. 2012). This behaviour is expected given the results of
Section 4.2, which showed that, given the precision afforded by the
DR11 volume coverage, reconstruction improved the results from
all of our mock catalogues. Reconstruction is particularly striking
in the power spectrum plot, showing a clear third peak in the post-
reconstruction P (k).

6.2 DR11 Acoustic Scale Measurements

Our BAO measurements are listed in Table 7. The mocks for DR10
and DR11 show significant improvement with reconstruction in
most realisations, and we therefore adopt the reconstruction results
as our default measurements. Our consensus value for the CMASS
BAO measurement, ↵ = 1.0144 ± 0.0089, is determined from a
combination of P (k) and ⇠(s) measurements, and in what follows

c� 2014 RAS, MNRAS 000, 2–39

SDSS-DR11 , Anderson et al  et al. 2013, arXiv:1312.4877

BAO in SDSS-III BOSS galaxies 21

Figure 15. As Figure 15, but for the DR11 LOWZ correlation function
transformed as defined by Eq. 46 with a = 0.39 and b = 0.04. As before,
these error bars are nearly independent, with a worst case of 12 per cent
and an r.m.s. of 3.4 per cent in the off-diagonal elements of the reduced
covariance matrix.

Figure 16. The CMASS BAO feature in the measured reconstructed power
spectrum of each of the BOSS data releases, DR9, DR10, and DR11. The
data are displayed with points and error-bars and the best-fit model is dis-
played with the curves. Both are divided by the best-fit smooth model. We
note that a finer binning was used in the DR9 analysis.

In the case of the acoustic peak, this leads to the data being more
constraining than it appears! This effect is of no consequence for
the formal analysis—one simply uses the covariance matrix when
fitting models—but it is a challenge for pedagogy.

The correlations of estimators can be avoided by adopting a
new basis, i.e., choosing new estimators that are linear combina-
tions of the original correlation function bins. Such transformations
are extensively discussed in Hamilton & Tegmark (2000). There
are an infinite number of choices of bases that will produce diago-
nal covariance matrices. The pedagogical challenge is that the new

Figure 17. The BAO feature in the measured power spectrum of the DR11
reconstructed CMASS (top) and LOWZ (bottom) data. The data are dis-
played with black circles and the best-fit model is displayed with the curve.
Both are divided by the best-fit smooth model.

estimators now represent a mixture of all scales and hence it is not
clear how to plot the measurements.

Here, we present a hybrid approach in which one adopts a
simply-defined estimator with compact support as a function of
scale, but chooses the estimator so that the covariances are sig-
nificantly suppressed. In particular, Hamilton & Tegmark (2000)
noted that transformations based on the symmetric square root of
the Fisher matrix had surprisingly compact support for their power
spectrum analysis. When we formed this matrix for the DR11
CMASS correlation function, we found that the first and second
off-diagonal terms are nearly constant and that subsequent off-
diagonals are small. This suggests that a basis transform of the pen-
tadiagonal form

X(si) =
xi � a (xi�1 + xi+1)� b (xi�2 + xi+2)

1� 2a� 2b
(46)

will approach a diagonal form. Here, xi = s2i ⇠0(si) and si is the
bin center of measurement bin i. We introduce the 1 � 2a � 2b
factor so as to normalize X such that it returns X = x for constant
x. For the first two and last two bins, the terms beyond the end of
the range are omitted and the normalization adjusted accordingly.

We find that for DR11 CMASS after reconstruction, values
of a = 0.3 and b = 0.1 sharply reduce the covariances between
the bins. The reduced covariance matrices for ⇠(r) and X(r) are
shown in Figure 13. The bins near the edge of the range retain some
covariances, but the off-diagonal terms of the central 10⇥ 10 sub-
matrix of the reduced covariance matrix have a mean and r.m.s. of
0.008 ± 0.044, with a worst value of 0.11. For display purposes,
this is a good approximation to a diagonal covariance matrix, yet
the definition of X(s) is well localized and easy to state. For com-
parison, the reduced covariance matrix of s2⇠0 has typical first off-
diagonals values of 0.8 and second off-diagonals values of 0.6.

We display this function in Figure 14. One must also trans-
form the theory to the new estimator: we show the best-fit BAO
models with and without broadband marginalization, as well as the

c� 2014 RAS, MNRAS 000, 2–39

https://arxiv.org/pdf/1312.4877.pdf


RSD , AP, bias   …
❖ Galaxies falling in the potential : peculiar velocities with respect to the Hubble flow - which 

effects mainly the inhomogeneities along the radial direction. Peculiar velocities sensitive to the 
gravitational potential (total matter densities and not only the tracer density) 

❖ Observations are carried in redshift space creates P(k) distortions, called RSD (Redshift Space 
Distortions) 

❖ Alcock-Paczynski (AP) - compare radial and transverse size of an isotropic structure, due for 
example to mismatch between angular  and  radial distance scales 

❖ LSS observed through biased tracers (galaxies, HI gas …) - bias could be scale and redshift 
dependent, which adds complexity and degeneracies to the analysis 

❖ RSD can be used in conjunction with BAO to constrain structure growth , and tracer bias 

4

Kaiser approximation (Kaiser 1987),

P (k, z)=FRSD(k, z)P (k, z) (11)

FRSD(k, z)=
�
b(z, k) + f(z, k)µ2

�2
e
�k2µ2�2

NL , (12)

where µ = cos ✓ is the angle of the wavevector to the
line of sight, b is the bias of the tracer population with re-
spect to the dark matter, and an exponential term has been
added to account for the smearing-out of redshift informa-
tion on small scales by incoherent, non-linear peculiar veloc-
ities. The growth rate can be separated from the (generally
poorly-known) bias by comparing moments of the redshift-
space matter distribution. There is a degeneracy with the
normalisation of the power spectrum, �8, however, such that
only the combinations b�8 and f�8 (or alternatively b�8 and
� = f/b) can be measured directly. This degeneracy can
be broken using one of the parametric growth models from
above, combined with a constraint on the normalisation of the
power spectrum from the CMB.

3. FORECASTING FOR SKA HI SURVEYS
In this section, we describe the HI galaxy redshift and in-

tensity mapping surveys that will be performed by the SKA,
and outline the formalism used to forecast constraints on the
expansion and growth rates and their parametrisations.

Galaxy redshift surveys are a tried and tested technique in
the optical and near-infrared, where they have already been
used to measure the BAO and RSDs to high precision at
z . 1. Their survey speed scales poorly with increasing vol-
ume, however, as they rely on making time-consuming high-
SNR detections of individual objects. Intensity mapping re-
laxes the requirement for individual detections, thus promis-
ing dramatically improved survey speeds. It is so far a rel-
atively untested method however, with the first detection of
the cosmological fluctuations having been made only recently
with this technique (Masui et al. 2013). Nevertheless, a host
of IM experiments are planned to demonstrate the feasibil-
ity of the method over the next few years (Bull et al. 2015b),
paving the way for the surveys with Phase 1 of the SKA that
we consider here. We will consider the two methods on an
equal footing.

3.1. Fisher forecasting formalism

Fisher forecasting is a simple, computationally inexpen-
sive way of predicting the constraints on a set of parameters
that should be achieved by a given experimental configura-
tion. While clearly approximate and idealised – it assumes
Gaussianity and neglects systematic biases – Fisher forecast-
ing is nevertheless a reliable way of understanding the relative
performance of different experiments and getting a handle on
correlations between parameters.

To proceed, one must first define fiducial models for the ex-
pected signal and noise for a set of observations, as a function
of the parameters of interest. Models for galaxy redshift and
intensity mapping surveys are constructed in subsequent sec-
tions, based on the formalism developed in Bull et al. (2015b).
The Fisher matrix for a set of parameters {✓} can be written
as (Seo & Eisenstein 2007)

Fij =

Z
d
3
k

(2⇡)3
Ve↵(k)

@ logCS

@✓i

@ logCS

@✓j
. (13)

FIG. 2.— The sensitivity of the ‘Rebaselined’ and ‘Alternative’ designs for
the SKA1-MID receivers, shown as total Ae↵/Tsys curves for the sub-array.
The MeerKAT bands (orange lines) are shown for comparison. The yellow
shaded regions denote the SKA1 Baseline specification sensitivity (Dewd-
ney et al. 2013) for the original assumption of 190 dishes (upper limit), and
corrected for the post-rebaselining figure of 130 dishes (lower limit).

The effective volume,

Ve↵(k) = fskyVi


C

S(k, z)

CS(k, z) + CN (k, z)

�2
, (14)

is a weighting that accounts for the varying sensitivity of an
experiment to different Fourier modes (e.g. due to instru-
mental beam effects or cosmic variance), and depends on the
physical volume of the redshift bin, Vi =

R zmax

zmin
(dV/dz)dz,

and the fraction of the sky covered by the survey, fsky =
Sarea/4⇡. The C

S(k, z) and C
N (k, z) terms are the signal

and noise covariance respectively, and will be explicitly de-
fined in subsequent sections. After calculating the Fisher ma-
trix, one can invert it to get an estimate of the expected co-
variance between the parameters, F�1

⇡ Cov({✓}).

3.2. SKA array configurations

The design of the SKA has not yet been finalised, so there
is some freedom in what to assume for the instrumental spec-
ifications. The most complete specification for Phase 1 of
the SKA is currently the ‘baseline’ design of Dewdney et al.
(2013). This originally called for a three-array system, con-
sisting of two dish arrays with mid-frequency receivers cover-
ing multiple bands (SKA1-MID and SUR) and a single low-
frequency aperture array (LOW). This specification has now
been updated following a ‘rebaselining’ procedure however
(McPherson 2015), which has removed the SUR array, halved
the number of receiving stations of LOW, and reduced the
number of MID dishes by 30% in order to meet a cost cap.

Following this, options for redefining the available MID
and LOW bands are also being considered, with the inten-
tion of better-aligning the frequency coverage with recently-
selected ‘key science’ goals (Braun & Cornwell 2014). This
is also an opportunity to improve the overall sensitivity of the
array: by reducing the bandwidth of Band 1 of MID, simpler
low-noise receivers (with a maximum:minimum frequency ra-
tio of 1.85:1 or less) can be used instead of the more complex,
higher-noise wideband (3:1 ratio) receivers of the current de-
sign, which also suffer from degraded performance at lower

wave vector angle / los : µ = cos ✓
f : growth factor , b : tracer bias
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structure in the form of polarization and lensing signals.
Characterization of polarization and lensing in the CMB
thus provides information about the integrated optical
depth (⌧) to the surface of last scattering and the ef-
fects of neutrinos on the growth rate of structure. For a
review of experimental and analysis methods to extract
cosmological information from the CMB, see Staggs et al.
(2018) and Planck Collaboration et al. (2018a).

2.3.2. BAO measurements from spectroscopic surveys

The same sound waves that appear as acoustic oscil-
lations in the CMB appear in the clustering of matter
at later times, although with a weaker amplitude due
to the coupling of baryonic matter with dark matter
(e.g., Pardo & Spergel 2020). For this reason, survey
volumes of several Gpc3 are required to reach percent-
level precision constraints on the BAO feature. The dark
matter distribution that records the BAO feature can-
not be probed directly, and is instead traced by galax-
ies, quasars, or absorption line systems corresponding to
neutral hydrogen or other material in the intergalactic
medium.

The cosmological parameters used to calibrate the
characteristic BAO scale rd are typically derived from
CMB observations. The rd scale can also be derived from
Big Bang Nucleosynthesis (BBN) measurements (giving
constraints on !b) in combination with measurements of
expansion history (giving constraints on ⌦m), if the early
universe is assumed to be a mixture of radiation, bary-
onic matter, and cold dark matter with three neutrino
species. With a calibrated rd, the BAO scale can be used
to make absolute distance measurements as a function of
redshift. Or rd can be treated as a nuisance parame-
ter, allowing multiple BAO measurements over a range
of redshifts to be used for relative measures of the cosmic
expansion history.

In a spectroscopic survey, the BAO feature appears in
both the line-of-sight direction and the transverse direc-
tion. Along the line-of-sight direction, a measurement of
the redshift interval, �z, over which the BAO feature ex-
tends, provides a means to directly measure the Hubble
parameter, H(z) = c�z/rd. Equivalently, it measures
the Hubble distance at redshift z,

DH(z) =
c

H(z)
. (14)

Along the transverse direction, the BAO scale corre-
sponds to an angle, rd = DM (z)�✓. Measuring the angle
�✓ subtended by the BAO feature at a given redshift pro-
vides a means to estimate the (comoving) angular diam-
eter distance, DM (z), which depends on the expansion
history and curvature as

DM (z) =
c

H0

Sk

✓
DC(z)

c/H0

◆
. (15)

Here the line-of-sight comoving distance is

DC(z) =
c

H0

Z
z

0

dz
0 H0

H(z0)
(16)

and

Sk(x) =

8
<

:

sin(
p

�⌦kx)/
p

�⌦k ⌦k < 0,

x ⌦k = 0,

sinh(
p

⌦kx)/
p

⌦k ⌦k > 0.

(17)

When considering the dependence of rd on cosmology,
the quantities that the BAO measurements directly con-
strain are DM (z)/rd and DH(z)/rd. The BAO mea-
surements were also historically summarized by a single
quantity representing the spherically-averaged distance,

DV (z) ⌘
⇥
zD

2

M
(z)DH(z)

⇤1/3

, (18)

or more directly DV (z)/rd. The powers of 2⁄3 and 1⁄3
approximately account for two transverse and one radial
dimension and the extra factor of z is a conventional nor-
malization. Today we almost always specify the trans-
verse and radial BAO as two independent measurements
with correlated error bars instead, unless the signal-to-
noise ratio is low.

For measurements using discrete tracers with su�-
ciently high number density, the BAO feature in cluster-
ing measurements can be sharpened through a process
known as ‘reconstruction’ (Eisenstein et al. 2007). Re-
construction uses the observed three-dimensional map of
galaxy positions to infer their peculiar velocities. Each
galaxy tracer is then moved to a position that is approx-
imately where the galaxy would reside if there were no
bulk flows. The process removes the dominant non-linear
e↵ect from the BAO feature, which is smearing caused
by the large-scale bulk flows. Reconstruction recovers al-
most all theoretically available information in the BAO.
In the SDSS analyses, the fitting to reconstructed data
is performed with minimal information from the broad-
band clustering signal, in an attempt to isolate the BAO
signal.

A review of BAO as a probe for cosmology is presented
in Section 4 of Weinberg et al. (2013), and a discussion
on the BAO measurement in practice can be found in
Appendix A.

2.3.3. RSD measurements from galaxy surveys

The galaxy redshifts used in spectroscopic BAO mea-
surements can also be used to study anisotropic cluster-
ing. There are two primary ways in which anisotropy
is introduced into the large-scale clustering of matter:
the Alcock-Paczynski (AP) e↵ect (Alcock & Paczynski
1979) and the RSD e↵ect from the growth of structure
(Kaiser 1987). The AP e↵ect arises in clustering statis-
tics as a deviation from physically isotropic signal due to
an incorrect translation of angular and radial (redshift)
separations to physical ones (see Appendix A). The AP
e↵ect thus serves as a way to measure the product of
H(z) and DM (z), o↵ering additional constraints on dark
energy and curvature (e.g., Nadathur et al. 2020).

The RSD e↵ect arises from the growth of structure
(Kaiser 1987) and is observed due to the bulk flow of
matter in response to the gravitational potential of mat-
ter overdensities. The peculiar velocities introduce addi-
tional redshifts on top of those caused by cosmic expan-
sion, leading to an increase in the measured amplitude
of radial clustering relative to transverse clustering on
large scales. The resulting anisotropy is correlated with
the rate at which structure grows. The growth rate f(z)
from equation (9) can also be expressed as

f =
@ ln �8

@ ln a
, (19)

where �8(z) describes the amplitude of linear matter fluc-

D. Weinberg et al. Phys.Rep. 2013, arXiv:1201.2434

Alcock & Paczynski, Nature, 1979

N. Kaiser, MNRAS , 1987

https://arxiv.org/abs/1201.2434
https://www.nature.com/articles/281358a0
https://academic.oup.com/mnras/article/227/1/1/1065830
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Table 1. Cosmological parameters derived from the 6dFGS 2D
correlation function. The effective redshift is zeff = 0.067. The
last column indicates the priors/assumptions which go into each
individual parameter measurement. The prior on the Hubble
constant comes from Riess et al. (2011) and the WMAP7 prior
from Komatsu et al. (2011). The asterisks denote parameters
which are derived from fitting parameters.

Summary of parameter measurements from 6dFGS

gθ(zeff ) 0.423± 0.055
gb(zeff ) 1.134± 0.073
β∗ 0.373± 0.054

σ8 0.76± 0.11 [H0 = 73.8± 2.4, γ = 0.55]
Ωm 0.250± 0.022 [H0 = 73.8± 2.4, γ = 0.55]
b 1.48± 0.27 [H0 = 73.8± 2.4, γ = 0.55]
f∗(zeff ) 0.58± 0.11 [gθ + σ8 from 6dFGS]

γ 0.547± 0.088 [WMAP7]
Ωm 0.271± 0.027 [WMAP7]

since it gives similar results to the streaming model with one
less free parameter.

Other studies (e.g. Samushia et al. 2011) prefer to anal-
yse the correlation function moments ξ0, ξ2 (and if possible
ξ4), which carry the same information as the 2D correlation
function. The correlation function moments have the advan-
tage that the number of bins grows linearly with the highest
scales analysed, while for ξ(rp,π) the number of bins grows
quadratically. This makes it easier to get reliable covariance
matrices. Samushia et al. (2011) also show that the measure-
ment errors of ξℓ are more Gaussian. However, the correla-
tion function moments are integrals over µ and hence carry
information from all directions, including µ = 0. Finger-of-
God distortions can influence the correlation function mo-
ments up to large scales (20− 30h−1 Mpc), while in the 2D
correlation function they can be excluded via a cut in rp.
In 6dFGS we have found that these non-linear effects have
a strong impact on the correlation function moments up to
30h−1 Mpc. We have therefore decided to focus on the 2D
correlation function instead of the correlation function mo-
ments.

6.1 Derivation of the growth rate, gθ = fσ8

In Figure 6 we show the 6dFGS 2D correlation function.
For our analysis we bin the data in 2× 2h−1 Mpc bins from
0 to 30h−1 Mpc in rp and π. Including larger scales does
not add further information. At small rp, the finger-of-God
effect becomes dominant and we expect any linear model to
fail. Since our description of non-linearities, in both of our
models, is limited in its capability to capture all non-linear
effects, it is necessary to include a cut-off scale rcutp marking
a lower limit of the fitting range in rp.

Figure 7 shows the measured value of gθ as a function
of the cut-off scale rcutp for our two different models. Above
rcutp ≈ 8h−1 Mpc the streaming model, ξst(rp,π), approaches
a constant value of gθ. Our second model, ξSc(rp,π), con-
tains a systematic error up to much larger scales, before it
comes into agreement with the streaming model at about
rcutp = 16h−1 Mpc. This is expected since this model does
not include a description of effects in the non-linear regime.

Mpc]-1 [hpr
-30 -20 -10 0 10 20 30
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pc
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-1

 [hπ
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Figure 6. The 2D correlation function in 2h−1 Mpc bins. The
fitting area is indicated by the dashed lines, where black corre-
sponds to the streaming model, (ξst(rp,π)) and red corresponds
to the Scoccimarro model (ξSc(rp,π)). The black and red contours
show the best fitting models for ξst(rp,π) (black) and ξSc(rp,π)
(red). The deviations seen in the two contours at large scales
are well within the error bars of the two models, which can be
seen in Figure 8. At small scales (< 14h−1 Mpc) the Scoccimarro
model predicts much more clustering, while in the real data this
clustering is smeared out along the line of sight because of the
finger-of-God effect.

For the final constraints we choose rcutp = 10h−1 Mpc for the
streaming model and rcutp = 16h−1 Mpc for the Scoccimarro
model. We also note that since the Scoccimarro model is
based on only two free parameters (gθ and gb), the error is
generally smaller compared to the streaming model, which
has three free parameters (gθ, gb and σp). Other studies fit
for the parameter σv (e.g. Torre & Guzzo 2012) in the Scoc-
cimarro model, but we derive it using eq. 32.

For ξSc(rp,π) we use the fitting range 0 < π <
30h−1 Mpc and 16 < rp < 30h−1 Mpc, which results in a to-
tal of 105 bins. The best-fitting results are gθ = 0.423±0.055
and gb = 1.134 ± 0.073, where the errors for each parame-
ter are derived by marginalising over all other parameters.
The χ2 of this fit is 115 with 103 degrees of freedom (d.o.f.),
indicating a good fit to the data.

For ξst(rp,π), we have the fitting range 0 < π <
30h−1 Mpc and 10 < rp < 30h−1 Mpc, which results in
a total of 150 bins. The best fitting parameters are gθ =
0.389±0.067, gb = 1.084±0.036 and σp = 198±81 km/s. The
reduced χ2 of this fit is given by χ2/d.o.f. = 202/147 = 1.37.
We compare the constraints on gθ and gb from both models
in Figure 8.

In the Scoccimarro model we could use the param-
eter σv ∝ gθ instead of gθ to test cosmology, as sug-
gested by Song et al. (2010). Our best fit gave σv = 2.59 ±
0.34h−1 Mpc. However, this parameter depends on an addi-
tional integral over the velocity power spectrum, which adds
a theoretical uncertainty. We therefore prefer to use gθ in the
following discussions.

c⃝ 0000 RAS, MNRAS 000, 000–000
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Figure 2. The 2D correlation function of 6dFGS using a density
weighting with P0 = 1600h3 Mpc−3. For reasons of presentation
we binned the correlation function in 0.5h−1 Mpc bins, while in
the analysis we use larger bins of 2h−1 Mpc. Both redshift-space
distortion effects are visible: the “finger-of-God” effect at small
angular separation rp, and the anisotropic (non-circular) shape
of the correlation function at large angular separations.

There is a possible bias in the estimation of the correla-
tion function due to the fact that we estimate both the mean
density and the pair counts from the same survey. This leads
to a non-zero difference between the true correlation func-
tion estimate of an ensemble of surveys and the ensemble
average of ξ(s) from each survey. This is commonly known
as the integral constraint (e.g. Peebles 1980), which can be
calculated as (see e.g. Roche et al. 2002)

ic =

∑

ξmodelRR
∑

RR
(8)

and enters our correlation function estimate as

ξdata = ξ′data + ic, (9)

where ξ′data is the redshift-space correlation function from
eq. 5 and ξmodel is the model for the correlation function.
In 6dFGS ic is typically around 6 × 10−4 and so has no
significant impact on the final result.

In Figure 2 we show the 2D correlation function calcu-
lated from the 6dFGS dataset. In this Figure we use bins
of 0.5h−1 Mpc, while for the analysis later on we use larger
bins of 2h−1 Mpc (see Figure 6). The figure shows clearly
the two effects of redshift-space distortions which we will
discuss later in section 5, the “finger-of-God” effect at small
rp, and the linear infall effect at larger rp which gives the
correlation function a non-circular shape.

3.1 Density weighting

In Fourier space the error in measuring the amplitude of a
mode of the linear power spectrum1 is given by

σP (k) = (b+ fµ2)2P (k) + ⟨N⟩, (10)

where b is the linear bias, f is the growth rate, µ is the
cosine of the angle to the line of sight and P (k) is the matter
power spectrum. The first term on the right hand side of
this equation represents the sample-variance error, while the
second term (⟨N⟩) represents the Poisson error.

If the sample-variance error is dominant we can reduce
the power spectrum error by employing a weighting scheme
which depends upon the galaxy density n(z), such as the
one suggested by Feldman, Kaiser & Peacock (1994)

wi(z) =
1

1 + n(z)P0
, (11)

where P0 describes the amplitude of the weighting. A
stronger weighting (larger value of P0) yields a smaller
sample-variance error since it increases the survey volume
by up-weighting sparsely sampled regions. However, such a
weighting scheme also increases the Poisson error because it
shifts the effective redshift to larger values with a smaller
galaxy number density. This is illustrated in Figure 3(a)
and 3(b). Such a weighting scheme is standard for large scale
structure analyses.

In a magnitude-limited sample such as 6dFGS, up-
weighting higher redshift galaxies also has the effect of shift-
ing the galaxy bias to larger values. The sample-variance
error is proportional to the clustering amplitude, and so a
larger bias results in a larger error. However, the weight-
ing will still ensure that the relative error of the power
spectrum, σP (k)/P (k), is minimised. The redshift-space dis-
tortion signal is inversely proportional to the galaxy bias,
β ≃ Ωγ

m(z)/b. If weighting increases the bias b, it also re-
duces the signal we are trying to measure. We therefore must
investigate whether the advantage of the weighting (the re-
duced relative error) outweighs the disadvantage (increasing
galaxy bias).

The situation is very different for measuring a signal
that is proportional to the clustering amplitude, such as the
baryon acoustic peak. In this case the error and the sig-
nal are proportional to the bias, and so weighting will al-
ways be beneficial. We stress that an increasing bias with
redshift is expected in almost all galaxy redshift surveys.
Therefore redshift-space distortion studies should first test
whether galaxy weighting improves the measurement. The
6dF Galaxy Survey is quite sensitive to the weighting scheme
employed because it has a high galaxy density, making the
sample-variance error by far the dominant source of error.

Finally, we have to consider the correlation between the
bins in the measured power spectrum or correlation func-
tion. If the error is sample-variance dominated, the bins will
show large correlation (especially in the correlation func-
tion), while in the case of Poisson-noise dominated errors,
the correlation is much smaller. Weighting will always in-
crease the Poisson noise and hence reduce the correlation
between bins.

1 As the correlation function and power spectrum are related by
a Fourier transform, the following discussion also holds true for a
correlation function measurement.
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servations are sensitive to all scales between approximately
the size of the beam and the survey area, so are better matched
to the BAO scale at lower redshift for MID. They suffer from
correlated (1/f ) noise and ground pickup however, which can
significantly increase the difficulty of recovering the cosmo-
logical signal (although foreground cleaning and appropri-
ate scanning strategies can help to remove these effects; see
Bigot-Sazy et al. 2015). SKA1-LOW is an aperture array,
which operates as an interferometer and has a configuration
that is better-matched to the BAO scale at high z. Noise and
beam expressions for the various types of receiver, includ-
ing baseline density distributions for the interferometers, are
given in Santos et al. (2015) and Bull et al. (2015b).

Another important systematic effect is the presence of fore-
ground contamination. Galactic synchrotron and other fore-
grounds are around 5–6 orders of magnitude brighter than the
cosmological HI signal, and so must be removed with a high
level of efficiency. Most foregrounds should be spectrally
smooth, making it possible to subtract them using polyno-
mial fitting, Principal Component Analysis, or similar (Wang
et al. 2006; Morales et al. 2006; Liu & Tegmark 2011; Petro-
vic & Oh 2011; Alonso et al. 2015). The frequency depen-
dence of the beam response can hinder this process, however,
with interferometers in particular susceptible to the genera-
tion of non-smooth foreground signals due to chromatic/wide-
field effects (the ‘foreground wedge’: Bowman et al. 2009;
Liu et al. 2009; Datta et al. 2010; Morales et al. 2012; Thya-
garajan et al. 2015; Seo & Hirata 2015). Other effects, such
as atmospheric noise (Bigot-Sazy et al. 2015), ionospheric
distortions, and radio-frequency interference (Alonso et al.
2014), can also be problematic at low and high frequencies
respectively. Nevertheless, recent simulation work has shown
that existing foreground removal methods can recover the true
HI power spectrum to within 5%, although over-subtraction
of the HI signal biases the recovered spectrum in a scale-
dependent way (Wolz et al. 2014; Alonso et al. 2014; Bigot-
Sazy et al. 2015; Olivari et al. 2015). This is problematic if
the aim is to use the broadband shape of the power spectrum
for cosmology; recovery of the BAO scale is not biased by
this effect, however (Wolz et al. 2014; Alonso et al. 2014).

We assume ttot = 104 hours for all IM surveys. The survey
area is taken to be 25,000 deg2 for MID, and 1,000 deg2 for
LOW. The MID results do not depend strongly on the assumed
survey area for Sarea & 5, 000 deg2; see Appendix A.

3.5. Prior information

It is useful to include prior information from other sources
in the forecasts, e.g. in order to break degeneracies. By the
time of the first SKA HI surveys in the early 2020’s, a large
amount of precision data from various sources will already be
available. Rather than trying to forecast for the entire state of
observational cosmology at that time, we take a more conser-
vative approach and restrict the prior information to just two
sources: the CMB angular power spectrum from Planck, and
galaxy clustering information from BOSS, which anchor the
constraints at high- and low-redshift respectively. For Planck,
we use the DETF Fisher matrix prior, calculated assuming full
polarisation, 80% sky coverage, and 3 frequency bands free of
foreground contamination (Albrecht et al. 2009). For BOSS,
we take the binned number density and bias values from Font-
Ribera et al. (2014) for a 10,000 deg2 survey and perform
our own forecasts using the procedure outlined in Section 3.3.
The priors are applied by adding the Planck and BOSS Fisher
matrices to the Fisher matrix for a given SKA survey.

3.6. Parameters used in the forecasts

In all cases we forecast for the parameters

{DA(z), H(z), f�8(z), b�8(z),�NL},

where DA is the angular diameter distance and H is the ex-
pansion rate. The first 4 parameters are assumed to be free in
each redshift bin, and the non-linear velocity dispersion, �NL,
is marginalised as a nuisance parameter. This set of param-
eters can be viewed as “model-independent”, as we have not
assumed parametric functional forms for any of the first four
functions. No priors are applied to this set.

For the forecasts where a growth parametrisation is as-
sumed, we project from the base parameters to

{h,⌦DE,⌦K,⌦bh
2
, w0, wa, ns,�8, b(z),�NL}+ {✓MG},

where {✓MG} are growth parameters from one of the
parametrisations discussed in Sect. 2.2. Both the BOSS
and Planck priors are applied to this set, and the bias is
marginalised over as a free parameter in each redshift bin.
With a parametric model chosen for f(z), the degeneracy be-
tween the bias and normalisation of the power spectrum that
occurs in the RSD term is now broken, as the functional form
of �8(z) can be calculated from the growth model, and its nor-
malisation is set by the measured CMB normalisation.5 Ex-
plicitly, we write �8(z) = �8D(z), where �8 ⌘ �8(z=0)
is now a separate parameter and D(z) is the linear growth
factor. Since D(z) depends on f through the definition
f = d logD/d log a, its derivatives with respect to the growth
parameters must also be taken into account. We do this by
projecting f�8 into �8 and the growth (and CPL) parameters.
Derivatives of b�8 with respect to these parameters are ne-
glected in the projection, as this quantity would not be used
to constrain {✓MG} in a realistic analysis. We continue to
marginalise over the bias by projecting b�8 ! b only.

In all forecasts, we assume that information about the
full shape of the power spectrum can be reliably recovered.

FIG. 3.— Derivatives of f(z), E=H(z)/H0, and DA(z) with respect to
the modified growth and equation of state parameters. The DA curves have
been rescaled by a factor of 2H0/c.

5 For IM surveys, these quantities are also degenerate with Tb(z). We
assume that this is already known, and can be fixed in our analysis.

From Extending Tests of General Relativity with SKA , 
P. Bull        arXiv: 1509.07562
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Figure 1. The BAO “Hubble diagram” from a world collection of detections. Blue, red, and green points show BAO mea-
surements of DV /rd, DM/rd, and zDH/rd, respectively, from the sources indicated in the legend. These can be compared
to the correspondingly colored lines, which represents predictions of the fiducial Planck ⇤CDM model (with ⌦m = 0.3183,
h = 0.6704, see Section II C). The scaling by

p
z is arbitrary, chosen to compress the dynamic range su�ciently to make error

bars visible on the plot. Filled points represent BOSS data, which yield the most precise BAO measurements at z < 0.7 and
the only measurements at z > 2. For visual clarity, the Ly↵ cross-correlation points have been shifted slightly in redshift;
auto-correlation points are plotted at the correct e↵ective redshift.

On their own, the BAO data in Figure 2 clearly favor a
universe that transitions from deceleration at z > 1 to
acceleration at low redshifts, and this evidence becomes
overwhelming if one imagines the corresponding CMB
measurements o↵ the far left of the plot. We quantify
these points in the following section.

It is tempting to consider a flat cosmology with a con-
stant H/(1 + z) as an alternative model of these data
[66]. Note that although this form of H(z) occurs in
coasting (empty) cosmologies in general relativity, those
models have open curvature and hence a sharply di↵er-
ent DM (z). But even for the flat model, the data are
not consistent with a constant H(z)/(1 + z), first be-
cause the increase in c ln(1 + z)/DM (z) from z = 0.57
to z = 0.0 is statistically significant, and second because
of the factor of two change of this quantity relative to
that inferred from the CMB angular acoustic scale. The
change from z = 0.57 to z = 0 is more significant than
the plot indicates because the data points are correlated;

this occurs because the H0 value results from normaliz-
ing the SNe distances with the BAO measurements. We
measure the ratio of the values, H0DM (0.57)/c ln(1.57),
to be 1.080±0.014 from the combination of BAO and SNe
datasets, a 5.5� rejection of a constant hypothesis and an
indication of the strength of the SNe data in detecting
the low-redshift accelerating expansion.

III. BAO AS AN UNCALIBRATED RULER

A. Convincing Detection of dark energy from BAO
data alone

For quantitative contraints, we start by considering
BAO data alone with the simple assumption that the
BAO scale is a standard comoving ruler, whose length is
independent of redshift and orientation but is not nec-
essarily the value computed using CMB parameter con-
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is the Riemann function), i.e., scaling proportionally
with a so that neutrinos behave like pressureless mat-
ter. When we refer to the z = 0 matter density pa-
rameter ⌦m, we include the contributions of radiation
(which is small compared to the uncertainties in ⌦m)
and neutrinos (which are non-relativistic at z = 0), so
that ⌦m + ⌦de + ⌦k ⌘ 1. Following the Planck Collabo-
ration [29], we adopt

P
m⌫ = 0.06 eV with one massive

and two massless neutrino species in all models except
the one referred to as ⌫CDM, where it is a free param-
eter. The default implies !⌫ = 6.57 ⇥ 10�4 including
massless species and !⌫ = 6.45 ⇥ 10�4 excluding them.
The e↵ect of finite neutrino temperature at z = 0 is a
very small 10�4 relative e↵ect. The adopted values are
close to the minimum value allowed by neutrino oscilla-
tion experiments.

We consider a variety of models for the evolution of
the energy density or equation-of-state parameter w =
pde/⇢de. Table I summarizes the primary models dis-
cussed in the paper, though we consider some additional
special cases in Section VI. ⇤CDM represents a flat uni-
verse with a cosmological constant (w = �1). o⇤CDM
extends this model to allow non-zero ⌦k. wCDM adopts
a flat universe and constant w, and owCDM generalizes
to non-zero ⌦k. w0waCDM and ow0waCDM allow w(a)
to evolve linearly with a(t), w(a) = w0+wa(1�a). Poly-
CDM adopts a quadratic polynomial form for ⇢de(a) and
allows non-zero space curvature, to provide a highly flex-
ible description of the e↵ects of dark energy at low red-
shift. Finally, Slow Roll Dark Energy is an example of
a one-parameter evolving-w model, based on a quadratic
dark energy potential.

We focus in this paper on parameter constraints and
model tests from measurements of cosmic distances and
expansion rates, which we refer to collectively as “expan-
sion history” or “geometric” constraints. We briefly con-
sider comparisons to measurements of low-redshift mat-
ter clustering in Section VII. In this framework, the cru-
cial roles of CMB anisotropy measurements are to con-
strain the parameters (mainly !m and !b) that deter-
mine the BAO scale and to determine the angular di-
ameter distance to the redshift of recombination. For
most of our analyses, this approach allows us to use a
highly compressed summary of CMB constraints, dis-
cussed in Section II C below, and to compute param-
eter constraints with a simple and fast Markov Chain
Monte Carlo (MCMC) code that computes expansion
rates and distances from the Friedmann equation. The
code is publicly available with data used in this paper at
https://github.com/slosar/april.

B. BAO data

The BAO data in this work are summarized in Table
II and more extensively discussed below.

The robustness of BAO measurements arises from the
fact that a sharp feature in the correlation function (or

an oscillatory feature in the power spectrum) cannot be
readily mimicked by systematics, whether observational
or astrophysical, as these should be agnostic about the
BAO scale and hence smooth over the relevant part of
the correlation function (or power spectrum). In most
current analyses, the BAO scale is determined by adopt-
ing a fiducial cosmological model that translates angular
and redshift separations to comoving distances but allow-
ing the location of the BAO feature itself to shift relative
to the fiducial model expectation. One then determines
the likelihood of obtaining the observed two-point corre-
lation function or power spectrum as a function of the
BAO o↵sets, while marginalizing over nuisance param-
eters. These nuisance parameters characterize “broad-
band” physical or observational e↵ects that smoothly
change the shape or amplitude of the underlying correla-
tion function or power spectrum, such as scale-dependent
bias of galaxies or the LyaF, or distortions caused by con-
tinuum fitting or by variations in star-galaxy separation.
In an isotropic fit, the measurement is encoded in the
↵ parameter, the ratio of the measured BAO scale to
that predicted by the fiducial model. In an anisotropic
analysis, one separately constrains ↵? and ↵k, the ratios
perpendicular and parallel to the line of sight. In real
surveys the errors on ↵? and ↵k are significantly cor-
related for a given redshift slice, but they are typically
uncorrelated across di↵erent redshift slices. While the
values of ↵ are referred to a specified fiducial model, the
corresponding physical BAO scales are insensitive to the
choice of fiducial model within a reasonable range.

The BAO scale is set by the radius of the sound horizon
at the drag epoch zd when photons and baryons decouple,

rd =

Z 1

zd

cs(z)

H(z)
dz , (10)

where the sound speed in the photon-baryon fluid is

cs(z) = 3�1/2
c
⇥
1 + 3

4⇢b(z)/⇢�(z)
⇤�1/2

. A precise pre-
diction of the BAO signal requires a full Boltzmann code
computation, but for reasonable variations about a fidu-
cial model the ratio of BAO scales is given accurately by
the ratio of rd values computed from the integral (10).
Thus, a measurement of ↵? from clustering at redshift
z constrains the ratio of the comoving angular diameter
distance to the sound horizon:

DM (z)/rd = ↵?DM,fid(z)/rd,fid . (11)

A measurement of ↵k constrains the Hubble parameter
H(z), which we convert to an analogous quantity:

DH(z) = c/H(z), (12)

with

DH(z)/rd = ↵kDH,fid(z)/rd,fid . (13)

An isotropic BAO analysis measures some e↵ective com-
bination of these two distances. If redshift-space distor-
tions are weak, which is a good approximation for lu-
minous galaxy surveys after reconstruction but not for

Transverse measurement
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is the Riemann function), i.e., scaling proportionally
with a so that neutrinos behave like pressureless mat-
ter. When we refer to the z = 0 matter density pa-
rameter ⌦m, we include the contributions of radiation
(which is small compared to the uncertainties in ⌦m)
and neutrinos (which are non-relativistic at z = 0), so
that ⌦m + ⌦de + ⌦k ⌘ 1. Following the Planck Collabo-
ration [29], we adopt

P
m⌫ = 0.06 eV with one massive

and two massless neutrino species in all models except
the one referred to as ⌫CDM, where it is a free param-
eter. The default implies !⌫ = 6.57 ⇥ 10�4 including
massless species and !⌫ = 6.45 ⇥ 10�4 excluding them.
The e↵ect of finite neutrino temperature at z = 0 is a
very small 10�4 relative e↵ect. The adopted values are
close to the minimum value allowed by neutrino oscilla-
tion experiments.

We consider a variety of models for the evolution of
the energy density or equation-of-state parameter w =
pde/⇢de. Table I summarizes the primary models dis-
cussed in the paper, though we consider some additional
special cases in Section VI. ⇤CDM represents a flat uni-
verse with a cosmological constant (w = �1). o⇤CDM
extends this model to allow non-zero ⌦k. wCDM adopts
a flat universe and constant w, and owCDM generalizes
to non-zero ⌦k. w0waCDM and ow0waCDM allow w(a)
to evolve linearly with a(t), w(a) = w0+wa(1�a). Poly-
CDM adopts a quadratic polynomial form for ⇢de(a) and
allows non-zero space curvature, to provide a highly flex-
ible description of the e↵ects of dark energy at low red-
shift. Finally, Slow Roll Dark Energy is an example of
a one-parameter evolving-w model, based on a quadratic
dark energy potential.

We focus in this paper on parameter constraints and
model tests from measurements of cosmic distances and
expansion rates, which we refer to collectively as “expan-
sion history” or “geometric” constraints. We briefly con-
sider comparisons to measurements of low-redshift mat-
ter clustering in Section VII. In this framework, the cru-
cial roles of CMB anisotropy measurements are to con-
strain the parameters (mainly !m and !b) that deter-
mine the BAO scale and to determine the angular di-
ameter distance to the redshift of recombination. For
most of our analyses, this approach allows us to use a
highly compressed summary of CMB constraints, dis-
cussed in Section II C below, and to compute param-
eter constraints with a simple and fast Markov Chain
Monte Carlo (MCMC) code that computes expansion
rates and distances from the Friedmann equation. The
code is publicly available with data used in this paper at
https://github.com/slosar/april.

B. BAO data

The BAO data in this work are summarized in Table
II and more extensively discussed below.

The robustness of BAO measurements arises from the
fact that a sharp feature in the correlation function (or

an oscillatory feature in the power spectrum) cannot be
readily mimicked by systematics, whether observational
or astrophysical, as these should be agnostic about the
BAO scale and hence smooth over the relevant part of
the correlation function (or power spectrum). In most
current analyses, the BAO scale is determined by adopt-
ing a fiducial cosmological model that translates angular
and redshift separations to comoving distances but allow-
ing the location of the BAO feature itself to shift relative
to the fiducial model expectation. One then determines
the likelihood of obtaining the observed two-point corre-
lation function or power spectrum as a function of the
BAO o↵sets, while marginalizing over nuisance param-
eters. These nuisance parameters characterize “broad-
band” physical or observational e↵ects that smoothly
change the shape or amplitude of the underlying correla-
tion function or power spectrum, such as scale-dependent
bias of galaxies or the LyaF, or distortions caused by con-
tinuum fitting or by variations in star-galaxy separation.
In an isotropic fit, the measurement is encoded in the
↵ parameter, the ratio of the measured BAO scale to
that predicted by the fiducial model. In an anisotropic
analysis, one separately constrains ↵? and ↵k, the ratios
perpendicular and parallel to the line of sight. In real
surveys the errors on ↵? and ↵k are significantly cor-
related for a given redshift slice, but they are typically
uncorrelated across di↵erent redshift slices. While the
values of ↵ are referred to a specified fiducial model, the
corresponding physical BAO scales are insensitive to the
choice of fiducial model within a reasonable range.

The BAO scale is set by the radius of the sound horizon
at the drag epoch zd when photons and baryons decouple,

rd =

Z 1

zd

cs(z)

H(z)
dz , (10)

where the sound speed in the photon-baryon fluid is

cs(z) = 3�1/2
c
⇥
1 + 3

4⇢b(z)/⇢�(z)
⇤�1/2

. A precise pre-
diction of the BAO signal requires a full Boltzmann code
computation, but for reasonable variations about a fidu-
cial model the ratio of BAO scales is given accurately by
the ratio of rd values computed from the integral (10).
Thus, a measurement of ↵? from clustering at redshift
z constrains the ratio of the comoving angular diameter
distance to the sound horizon:

DM (z)/rd = ↵?DM,fid(z)/rd,fid . (11)

A measurement of ↵k constrains the Hubble parameter
H(z), which we convert to an analogous quantity:

DH(z) = c/H(z), (12)

with

DH(z)/rd = ↵kDH,fid(z)/rd,fid . (13)

An isotropic BAO analysis measures some e↵ective com-
bination of these two distances. If redshift-space distor-
tions are weak, which is a good approximation for lu-
minous galaxy surveys after reconstruction but not for

Radial measurement
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Name Friedmann equation (H2
/H2

0) Curvature Section(s)

⇤CDM ⌦cba
�3 + ⌦⇤ + ⇢⌫+r(z)/⇢crit no III-V

o⇤CDM ⌦cba
�3 + ⌦⇤ + ⇢⌫+r(z)/⇢crit + ⌦ka

�2 yes III-V

wCDM ⌦cba
�3 + ⌦dea

�3(1+w) + ⇢⌫+r(z)/⇢crit no V

owCDM ⌦cba
�3 + ⌦dea

�3(1+w) + ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes V

w0waCDM ⌦cba
�3 + ⌦dea

�3(1+w0+wa) exp[�3wa(1� a)] + ⇢⌫+r(z)/⇢crit no V

Slow Roll Dark Energy ⌦cba
�3 + ⇢⌫+r(z)/⇢crit + ⌦DE

⇥
a
�3

/(⌦ma
�3 + ⌦DE)

⇤
�w0/⌦DE no V

ow0waCDM ⌦cba
�3 + ⌦dea

�3(1+w0+wa) exp[�3wa(1� a)] + ⇢⌫+r(z)/⇢crit + ⌦ka
�2 yes IV-V

PolyCDM ⌦cba
�3 + (⌦1 + ⌦k)a

�2 + ⌦2a
�1 + (1� ⌦cb � ⌦k � ⌦1 � ⌦2) yesa IV

Early Dark Energy See relevant section. no VIA

Decaying Dark Matter See relevant section. no VIB

⌫CDM free neutrino mass (⌃m⌫ < 1 eV) no VIC

�Ne↵ ⇤CDM non-standard radiation component ( 2 < Ne↵ < 5) no VID

Tuned Oscillation See relevant section. no VIE
a
with Gaussian prior ⌦k = 0± 0.1

Table I. Models considered in the paper and section in the paper where they are discussed. The top section is the minimal
cosmological model (with and without curvature) and various extensions in the dark energy sector. The middle group are two
models used to mimic non-parametric methods (i.e., flexible models where the only de-facto assumption is smoothness of the
expansion history). The bottom group are various extension of the minimal model to which we are sensitive only in conjuction
with the CMB data. Throughout, ⌦cb is the z = 0 density parameter of baryons + CDM and ⇢⌫+r(z) is the energy density of
radiation + massive neutrinos. All models except ⌫CDM and �Ne↵⇤CDM adopt

P
m⌫ = 0.06 eV and the standard radiation

content Ne↵ = 3.046.

Name Redshift DV /rd DM/rd DH/rd ro↵

6dFGS 0.106 3.047± 0.137 – – –

MGS 0.15 4.480± 0.168 – – –

BOSS LOWZ Sample 0.32 8.467± 0.167 – – –

BOSS CMASS Sample 0.57 – 14.945± 0.210 20.75± 0.73 �0.52

LyaF auto-correlation 2.34 – 37.675± 2.171 9.18± 0.28 �0.43

LyaF-QSO cross correlation 2.36 – 36.288± 1.344 9.00± 0.30 �0.39

Combined LyaF 2.34 – 36.489± 1.152 9.145± 0.204 �0.48

Table II. BAO constraints used in this work. These values are taken from [21] (6dFGS), [23] (MGS), [26] (BOSS galaxies), [27]
(BOSS LyaF auto-correlation), and [28] (BOSS LyaF cross-correlation). For our likelihood calculations, we adopt Gaussian
approximations for 6dFGS and LOWZ (with 6dFGS truncated at ��

2 = 4), while for others we use the full �2 look-up tables.
The LyaF auto-correlation and cross-correlation results are used directly; the combined LyaF numbers are provided here for
convenience.

the LyaF, then the constrained quantity is the volume
averaged distance

DV (z) =
⇥
zDH(z)D2

M
(z)

⇤1/3
, (14)

with

DV (z)/rd = ↵DV,fid(z)/rd,fid. (15)

There are di↵erent conventions in use for defining rd,
which di↵er at the 1-2% level, but ratios of rd for di↵erent
cosmologies are independent of the convention provided
one is consistent throughout. In this work we adopt the
CAMB convention for rd, i.e., the value that is reported by
the linear perturbations code CAMB[37]. In practice, we
use the numerically calibrated approximation

rd ⇡
55.154 exp

⇥
�72.3(!⌫ + 0.0006)2

⇤

!
0.25351
cb

!
0.12807
b

Mpc . (16)

This approximation is accurate to 0.021% for a standard
radiation background with Ne↵ = 3.046,

P
m⌫ < 0.6 eV,

and values of !b and !cb within 3� of values derived
by Planck. It supersedes a somewhat less accurate (but
still su�ciently accurate) approximation from [26] (their
eq. 55). Note that !⌫ = 0.0107(

P
m⌫/1.0 eV), and a 0.5

(1.0) eV neutrino mass changes rd by �0.26% (�0.92%)
for fixed !cb. For neutrino masses in the range allowed by
current cosmological constraints, the CMB constrains !cb

rather than !cb+!⌫ because neutrinos remain relativistic
at recombination, even though they are non-relativistic
at z = 0. For the case of extra relativistic species, a
useful fitting formula is

rd ⇡
56.067 exp

⇥
�49.7(!⌫ + 0.002)2

⇤

!
0.2436
cb

!
0.128876
b

[1 + (Ne↵ � 3.046)/30.60]
Mpc ,

(17)

Combined

BOSS (SDSS-III)
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FIG. 7. Two-point correlation functions for the fiducial analysis in each of the 5 redshift bins. These panels show the auto-
correlation used in Y1COSMO and the galaxy bias measurements presented in this work. A correction for correlations with
survey properties is applied according to the methodology in Section V. The grey dashed line is the correlation function
calculated without the SP weights. The black points use the 2��2(68) weights. We show correlations down to ✓ = 2.50 to
highlight the goodness of the fit towards small scales, but data points within grey shaded regions have not been used in bias
constraints or the galaxy clustering part of Y1COSMO. That scale cut has been set in co-moving coordinates at 8Mpch�1.
The solid red curve is the best-fit model using only the w(✓) auto-correlations at fixed cosmology, using �zi priors from [29].
The solid blue curve is the best-fit model from the full cosmological analysis in Y1COSMO.

tion for observational systematics, as described in Sec
V. A minimum angular scale ✓

i
min

has been applied to
each redshift bin i. These were chosen to be ✓

1

min
= 430,

✓
2

min
= 270, ✓

3

min
= 200, ✓

4

min
= 160, and ✓

5

min
= 140 to

match the analysis in Y1COSMO. These minimum an-
gular scales, varying with redshift, correspond to a sin-
gle minimum co-moving scale R = 8Mpch�1 such that
✓
i
min = R/�(hzii), where hzii is the mean redshift of
galaxies in bin i [20]. The scale was chosen so that a sig-
nificant non-linear galaxy bias or baryonic feedback com-
ponent to the Y1COSMO data vector would not bias the
cosmological parameter constraints.

The angular correlation function has been calculated
on scales below ✓

i
min

, but these were removed in all pa-
rameter constraints.

Fixing all cosmological parameters, including ⌦m, at
the Y1COSMO values, we measure the linear bias to be
b1 = 1.40± 0.07, b2 = 1.60± 0.05, b3 = 1.60± 0.04, b4 =
1.93 ± 0.04, and b5 = 1.98 ± 0.07. The �

2 values of the
combined fit and the individual bins are shown in Table
V. We note that the bin with the smallest probability is
bin 1.

The combined goodness-of-fit �
2 of the bias measure-

ments is �
2 = 67 and the number of degrees of freedom

is ⌫ = 54 � 10 (the 10 parameters are bi, �zi). These

values provide a probability to exceed of 1.4%. As in
Y1COSMO, we note that the formal probabilities of a
�
2 distribution are not strictly applicable in this case

due to the uncertainty on the estimates of the covari-
ance. Further, because the five �zi are nuisance param-
eters with tight priors, we also consider ⌫ = 49, which
yields a probability to exceed of 4.5%. These probabil-
ities are very similar to the values obtained by the full
Y1COSMO data vector, of which this is one part.

We also note that the �
2 is sensitive to the inclusion

of the shot-noise correction applied to the covariance de-
tailed in Y1COSMO whereas the b

i values and uncer-
tainty were insensitive to this change.

For the L/L⇤ > 0.5 sample, the bias is nearly constant
as a function of redshift, though there is a decrease at
low redshift that has more than 2� significance (the cor-
relation in the measured bias for bins 1 and 3 is only
-0.04, so we can safely ignore it in this discussion). The
di↵erence between bin 1 and bin 3 is less significant if we
determine the expectation for a passively evolving sam-
ple as in [51, 52], which predicts a bias of 1.52 at z = 0.24
given a bias of 1.61 at z = 0.53. The bias increases for
the higher luminosity sample, as expected. The results
are broadly consistent with previous studies of the bias
of red galaxies at low redshift (see, e.g., [53] for a review)
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FIG. 1. Galaxy distribution of the redMaGiC Y1 sample used in this analysis. The fluctuations represent the raw counts,
without any of the corrections derived in this analysis. We have restricted the analysis to the contiguous region shown in the
figure. The area is 1321 square degrees.

FIG. 2. Redshift distribution of the combined redMaGiC

sample in 5 redshift bins. They are calculated by stacking
Gaussian PDFs with mean equal to the redMaGiC redshift
prediction and standard deviation equal to the redMaGiC

redshift error. Each curve is normalized so that the area of
each curve matches the number of galaxies in its redshift bin.

The redMaGiC algorithm produces a redshift predic-
tion zRM and an uncertainty �z which is assumed to be
Gaussian. This sample was chosen instead of other DES
photometric samples because of its small redshift uncer-
tainty, which is obtained at the expense of number den-
sity.

The redMaGiC algorithm makes use of an empiri-

cal red-sequence template generated by the training of
the redMaPPer cluster finder [34, 35]. As described in
[35], training of the red-sequence template requires over-
lapping spectroscopic redshifts, which in this work were
obtained from SDSS in the Stripe 82 region [36] and the
OzDES spectroscopic survey in the DES deep supernova
fields [37].

For the redMaGiC samples in this work, we make
use of two separate versions of the red-sequence training.
The first is based on SExtractor MAG AUTO quantities from
the Y1 coadd catalogs, as applied to redMaPPer in
[38]. The second is based on a simultaneous multi-epoch,
multi-band, and multi-object fit (MOF) (see Section 6.3
of Y1GOLD), as applied to redMaPPer [39]. In gen-
eral, due to the careful handling of the point-spread func-
tion (PSF) and matched multi-band photometry, the MOF
photometry yields lower color scatter and, hence, smaller
scatter in red-sequence photo-zs. For each version of the
catalog, photometric redshifts and uncertainties are pri-
marily derived from the fit to the red-sequence template.
In addition, an afterburner step is applied (as described
in Section 3.4 of [13]) to ensure that redMaGiC photo-
zs and errors are consistent with those derived from the
associated redMaPPer cluster catalog [13].

As described in [13], the redMaGiC algorithm com-
putes color-cuts necessary to produce a luminosity-
thresholded sample of constant co-moving density. Both
the luminosity threshold and desired density are inde-
pendently configurable, but in practice higher luminos-
ity thresholds require a lower density for good perfor-
mance. We note that in [13] the co-moving density was
computed with the central redshift of each galaxy (zRM).
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FIG. 1. Galaxy distribution of the redMaGiC Y1 sample used in this analysis. The fluctuations represent the raw counts,
without any of the corrections derived in this analysis. We have restricted the analysis to the contiguous region shown in the
figure. The area is 1321 square degrees.
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sample in 5 redshift bins. They are calculated by stacking
Gaussian PDFs with mean equal to the redMaGiC redshift
prediction and standard deviation equal to the redMaGiC

redshift error. Each curve is normalized so that the area of
each curve matches the number of galaxies in its redshift bin.

The redMaGiC algorithm produces a redshift predic-
tion zRM and an uncertainty �z which is assumed to be
Gaussian. This sample was chosen instead of other DES
photometric samples because of its small redshift uncer-
tainty, which is obtained at the expense of number den-
sity.

The redMaGiC algorithm makes use of an empiri-
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the redMaPPer cluster finder [34, 35]. As described in
[35], training of the red-sequence template requires over-
lapping spectroscopic redshifts, which in this work were
obtained from SDSS in the Stripe 82 region [36] and the
OzDES spectroscopic survey in the DES deep supernova
fields [37].

For the redMaGiC samples in this work, we make
use of two separate versions of the red-sequence training.
The first is based on SExtractor MAG AUTO quantities from
the Y1 coadd catalogs, as applied to redMaPPer in
[38]. The second is based on a simultaneous multi-epoch,
multi-band, and multi-object fit (MOF) (see Section 6.3
of Y1GOLD), as applied to redMaPPer [39]. In gen-
eral, due to the careful handling of the point-spread func-
tion (PSF) and matched multi-band photometry, the MOF
photometry yields lower color scatter and, hence, smaller
scatter in red-sequence photo-zs. For each version of the
catalog, photometric redshifts and uncertainties are pri-
marily derived from the fit to the red-sequence template.
In addition, an afterburner step is applied (as described
in Section 3.4 of [13]) to ensure that redMaGiC photo-
zs and errors are consistent with those derived from the
associated redMaPPer cluster catalog [13].

As described in [13], the redMaGiC algorithm com-
putes color-cuts necessary to produce a luminosity-
thresholded sample of constant co-moving density. Both
the luminosity threshold and desired density are inde-
pendently configurable, but in practice higher luminos-
ity thresholds require a lower density for good perfor-
mance. We note that in [13] the co-moving density was
computed with the central redshift of each galaxy (zRM).

https://arxiv.org/pdf/1708.01536.pdf


Planck Coll.  A&A 2020  , arXiv:1807.06209

Pl
an

ck
-2

01
8 

Astronomy & Astrophysics manuscript no. ms c� ESO 2020
September 15, 2020

Planck 2018 results. VI. Cosmological parameters
Planck Collaboration: N. Aghanim54, Y. Akrami15,57,59, M. Ashdown65,5, J. Aumont95, C. Baccigalupi78, M. Ballardini21,41, A. J. Banday95,8,

R. B. Barreiro61, N. Bartolo29,62, S. Basak85, R. Battye64, K. Benabed55,90, J.-P. Bernard95,8, M. Bersanelli32,45, P. Bielewicz75,78, J. J. Bock63,10,
J. R. Bond7, J. Borrill12,93, F. R. Bouchet55,90, F. Boulanger89,54,55, M. Bucher2,6, C. Burigana44,30,47, R. C. Butler41, E. Calabrese82,

J.-F. Cardoso55,90, J. Carron23, A. Challinor58,65,11, H. C. Chiang25,6, J. Chluba64, L. P. L. Colombo32, C. Combet68, D. Contreras20, B. P. Crill63,10,
F. Cuttaia41, P. de Bernardis31, G. de Zotti42, J. Delabrouille2, J.-M. Delouis67, E. Di Valentino64, J. M. Diego61, O. Doré63,10, M. Douspis54,
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ABSTRACT
We present cosmological parameter results from the final full-mission Planck measurements of the cosmic microwave background (CMB) an-
isotropies, combining information from the temperature and polarization maps and the lensing reconstruction. Compared to the 2015 results,
improved measurements of large-scale polarization allow the reionization optical depth to be measured with higher precision, leading to signifi-
cant gains in the precision of other correlated parameters. Improved modelling of the small-scale polarization leads to more robust constraints on
many parameters, with residual modelling uncertainties estimated to a↵ect them only at the 0.5� level. We find good consistency with the standard
spatially-flat 6-parameter ⇤CDM cosmology having a power-law spectrum of adiabatic scalar perturbations (denoted “base⇤CDM” in this paper),
from polarization, temperature, and lensing, separately and in combination. A combined analysis gives dark matter density ⌦ch2 = 0.120 ± 0.001,
baryon density ⌦bh2 = 0.0224 ± 0.0001, scalar spectral index ns = 0.965 ± 0.004, and optical depth ⌧ = 0.054 ± 0.007 (in this abstract we quote
68 % confidence regions on measured parameters and 95 % on upper limits). The angular acoustic scale is measured to 0.03 % precision, with
100✓⇤ = 1.0411± 0.0003. These results are only weakly dependent on the cosmological model and remain stable, with somewhat increased errors,
in many commonly considered extensions. Assuming the base-⇤CDM cosmology, the inferred (model-dependent) late-Universe parameters are:
Hubble constant H0 = (67.4±0.5) km s�1Mpc�1; matter density parameter⌦m = 0.315±0.007; and matter fluctuation amplitude�8 = 0.811±0.006.
We find no compelling evidence for extensions to the base-⇤CDM model. Combining with baryon acoustic oscillation (BAO) measurements (and
considering single-parameter extensions) we constrain the e↵ective extra relativistic degrees of freedom to be Ne↵ = 2.99±0.17, in agreement with
the Standard Model prediction Ne↵ = 3.046, and find that the neutrino mass is tightly constrained to

P
m⌫ < 0.12 eV. The CMB spectra continue

to prefer higher lensing amplitudes than predicted in base ⇤CDM at over 2�, which pulls some parameters that a↵ect the lensing amplitude away
from the ⇤CDM model; however, this is not supported by the lensing reconstruction or (in models that also change the background geometry)
BAO data. The joint constraint with BAO measurements on spatial curvature is consistent with a flat universe,⌦K = 0.001±0.002. Also combining
with Type Ia supernovae (SNe), the dark-energy equation of state parameter is measured to be w0 = �1.03 ± 0.03, consistent with a cosmological
constant. We find no evidence for deviations from a purely power-law primordial spectrum, and combining with data from BAO, BICEP2, and
Keck Array data, we place a limit on the tensor-to-scalar ratio r0.002 < 0.06. Standard big-bang nucleosynthesis predictions for the helium and
deuterium abundances for the base-⇤CDM cosmology are in excellent agreement with observations. The Planck base-⇤CDM results are in good
agreement with BAO, SNe, and some galaxy lensing observations, but in slight tension with the Dark Energy Survey’s combined-probe results
including galaxy clustering (which prefers lower fluctuation amplitudes or matter density parameters), and in significant, 3.6�, tension with local
measurements of the Hubble constant (which prefer a higher value). Simple model extensions that can partially resolve these tensions are not
favoured by the Planck data.

Key words. Cosmology: observations – Cosmology: theory – Cosmic background radiation – cosmological parameters
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Fig. 5. Constraints on parameters of the base-⇤CDM model from the separate Planck EE, T E, and TT high-` spectra combined
with low-` polarization (lowE), and, in the case of EE also with BAO (described in Sect. 5.1), compared to the joint result using
Planck TT,TE,EE+lowE. Parameters on the bottom axis are our sampled MCMC parameters with flat priors, and parameters on the
left axis are derived parameters (with H0 in km s�1Mpc�1). Contours contain 68 % and 95 % of the probability.

Table 1. Base-⇤CDM cosmological parameters from Planck TT,TE,EE+lowE+lensing. Results for the parameter best fits,
marginalized means and 68 % errors from our default analysis using the Plik likelihood are given in the first two numerical
columns. The CamSpec likelihood results give some idea of the remaining modelling uncertainty in the high-` polarization, though
parts of the small shifts are due to slightly di↵erent sky areas in polarization. The “Combined” column give the average of the
Plik and CamSpec results, assuming equal weight. The combined errors are from the equal-weighted probabilities, hence including
some uncertainty from the systematic di↵erence between them; however, the di↵erences between the high-` likelihoods are so small
that they have little e↵ect on the 1� errors. The errors do not include modelling uncertainties in the lensing and low-` likelihoods
or other modelling errors (such as temperature foregrounds) common to both high-` likelihoods. A total systematic uncertainty of
around 0.5� may be more realistic, and values should not be overinterpreted beyond this level. The best-fit values give a represen-
tative model that is an excellent fit to the baseline likelihood, though models nearby in the parameter space may have very similar
likelihoods. The first six parameters here are the ones on which we impose flat priors and use as sampling parameters; the remaining
parameters are derived from the first six. Note that ⌦m includes the contribution from one neutrino with a mass of 0.06 eV. The
quantity ✓MC is an approximation to the acoustic scale angle, while ✓⇤ is the full numerical result.

Parameter Plik best fit Plik [1] CamSpec [2] ([2] � [1])/�1 Combined

⌦bh2 . . . . . . . . . . . . . 0.022383 0.02237 ± 0.00015 0.02229 ± 0.00015 �0.5 0.02233 ± 0.00015
⌦ch2 . . . . . . . . . . . . . 0.12011 0.1200 ± 0.0012 0.1197 ± 0.0012 �0.3 0.1198 ± 0.0012
100✓MC . . . . . . . . . . . 1.040909 1.04092 ± 0.00031 1.04087 ± 0.00031 �0.2 1.04089 ± 0.00031
⌧ . . . . . . . . . . . . . . . . 0.0543 0.0544 ± 0.0073 0.0536+0.0069

�0.0077 �0.1 0.0540 ± 0.0074
ln(1010As) . . . . . . . . . 3.0448 3.044 ± 0.014 3.041 ± 0.015 �0.3 3.043 ± 0.014
ns . . . . . . . . . . . . . . . 0.96605 0.9649 ± 0.0042 0.9656 ± 0.0042 +0.2 0.9652 ± 0.0042

⌦mh2 . . . . . . . . . . . . 0.14314 0.1430 ± 0.0011 0.1426 ± 0.0011 �0.3 0.1428 ± 0.0011
H0 [ km s�1Mpc�1] . . . 67.32 67.36 ± 0.54 67.39 ± 0.54 +0.1 67.37 ± 0.54
⌦m . . . . . . . . . . . . . . 0.3158 0.3153 ± 0.0073 0.3142 ± 0.0074 �0.2 0.3147 ± 0.0074
Age [Gyr] . . . . . . . . . 13.7971 13.797 ± 0.023 13.805 ± 0.023 +0.4 13.801 ± 0.024
�8 . . . . . . . . . . . . . . . 0.8120 0.8111 ± 0.0060 0.8091 ± 0.0060 �0.3 0.8101 ± 0.0061
S 8 ⌘ �8(⌦m/0.3)0.5 . . 0.8331 0.832 ± 0.013 0.828 ± 0.013 �0.3 0.830 ± 0.013
zre . . . . . . . . . . . . . . . 7.68 7.67 ± 0.73 7.61 ± 0.75 �0.1 7.64 ± 0.74
100✓⇤ . . . . . . . . . . . . 1.041085 1.04110 ± 0.00031 1.04106 ± 0.00031 �0.1 1.04108 ± 0.00031
rdrag [Mpc] . . . . . . . . . 147.049 147.09 ± 0.26 147.26 ± 0.28 +0.6 147.18 ± 0.29
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Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to DTT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck
TT,TE,EE+lowE+lensing (as also given in Table 1).

TT+lowE TE+lowE EE+lowE TT,TE,EE+lowE TT,TE,EE+lowE+lensing TT,TE,EE+lowE+lensing+BAO
Parameter 68% limits 68% limits 68% limits 68% limits 68% limits 68% limits

⌦bh2 . . . . . . . . . . 0.02212 ± 0.00022 0.02249 ± 0.00025 0.0240 ± 0.0012 0.02236 ± 0.00015 0.02237 ± 0.00015 0.02242 ± 0.00014

⌦ch2 . . . . . . . . . . 0.1206 ± 0.0021 0.1177 ± 0.0020 0.1158 ± 0.0046 0.1202 ± 0.0014 0.1200 ± 0.0012 0.11933 ± 0.00091

100✓MC . . . . . . . . 1.04077 ± 0.00047 1.04139 ± 0.00049 1.03999 ± 0.00089 1.04090 ± 0.00031 1.04092 ± 0.00031 1.04101 ± 0.00029

⌧ . . . . . . . . . . . . 0.0522 ± 0.0080 0.0496 ± 0.0085 0.0527 ± 0.0090 0.0544+0.0070
�0.0081 0.0544 ± 0.0073 0.0561 ± 0.0071

ln(1010As) . . . . . . . 3.040 ± 0.016 3.018+0.020
�0.018 3.052 ± 0.022 3.045 ± 0.016 3.044 ± 0.014 3.047 ± 0.014

ns . . . . . . . . . . . 0.9626 ± 0.0057 0.967 ± 0.011 0.980 ± 0.015 0.9649 ± 0.0044 0.9649 ± 0.0042 0.9665 ± 0.0038

H0 [km s�1 Mpc�1] . . 66.88 ± 0.92 68.44 ± 0.91 69.9 ± 2.7 67.27 ± 0.60 67.36 ± 0.54 67.66 ± 0.42

⌦⇤ . . . . . . . . . . . 0.679 ± 0.013 0.699 ± 0.012 0.711+0.033
�0.026 0.6834 ± 0.0084 0.6847 ± 0.0073 0.6889 ± 0.0056

⌦m . . . . . . . . . . . 0.321 ± 0.013 0.301 ± 0.012 0.289+0.026
�0.033 0.3166 ± 0.0084 0.3153 ± 0.0073 0.3111 ± 0.0056

⌦mh2 . . . . . . . . . 0.1434 ± 0.0020 0.1408 ± 0.0019 0.1404+0.0034
�0.0039 0.1432 ± 0.0013 0.1430 ± 0.0011 0.14240 ± 0.00087

⌦mh3 . . . . . . . . . 0.09589 ± 0.00046 0.09635 ± 0.00051 0.0981+0.0016
�0.0018 0.09633 ± 0.00029 0.09633 ± 0.00030 0.09635 ± 0.00030

�8 . . . . . . . . . . . 0.8118 ± 0.0089 0.793 ± 0.011 0.796 ± 0.018 0.8120 ± 0.0073 0.8111 ± 0.0060 0.8102 ± 0.0060

S 8 ⌘ �8(⌦m/0.3)0.5 . 0.840 ± 0.024 0.794 ± 0.024 0.781+0.052
�0.060 0.834 ± 0.016 0.832 ± 0.013 0.825 ± 0.011

�8⌦
0.25
m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71

109As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031
�0.034 2.100 ± 0.030 2.105 ± 0.030

109Ase�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f 143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f 143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f 217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.

These estimates are highly model dependent and this needs to
be borne in mind when comparing with other measurements, for
example the direct measurements of H0 discussed in Sect. 5.4.
The values in Eq. (13) are in very good agreement with the inde-
pendent constraints of Eq. (6) from Planck CMB lensing+BAO.
Including CMB lensing sharpens the determination of H0 to a
0.8 % constraint:

H0 = (67.36 ± 0.54) km s�1Mpc�1 (68 %, TT,TE,EE
+lowE+lensing). (14)

16

Planck Collaboration: Cosmological parameters

Fig. 6. Base-⇤CDM 68 % and 95 % marginalized constraint
contours for the matter density and �8⌦
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plitude parameter that is well constrained by the CMB-lensing
likelihood. The Planck TE, TT, and lensing likelihoods all over-
lap in a consistent region of parameter space, with the combined
likelihood substantially reducing the allowed parameter space.

This value is our “best estimate” of H0 from Planck, assuming
the base-⇤CDM cosmology.

Since we are considering a flat universe in this section, a
constraint on⌦m translates directly into a constraint on the dark-
energy density parameter, giving

⌦⇤ = 0.6847 ± 0.0073 (68 %, TT,TE,EE+lowE+lensing). (15)

In terms of a physical density, this corresponds to ⌦⇤h2 =
0.3107 ± 0.0082, or cosmological constant ⇤ = (4.24 ± 0.11) ⇥
10�66 eV2 = (2.846± 0.076)⇥ 10�122 m2

Pl in natural units (where
mPl is the Planck mass).

3.3. Optical depth and the fluctuation amplitude

Since the CMB fluctuations are linear up to lensing corrections,
and the lensing corrections are largely oscillatory, the average
observed CMB power spectrum amplitude scales nearly propor-
tionally with the primordial comoving curvature power spec-
trum amplitude As (which we define at the pivot scale k0 =
0.05 Mpc�1). The sub-horizon CMB anisotropies are however
scattered by free electrons that are present after reionization, so
the observed amplitude actually scales with Ase�2⌧, where ⌧ is
the reionization optical depth (see Sect. 7.8 for further discus-
sion of reionization constraints). This parameter combination is
therefore well measured, with the 0.6 % constraint

Ase�2⌧ = (1.884 ± 0.012) ⇥ 10�9 (68 %, TT,TE,EE
+lowE). (16)

In this final Planck release the optical depth is well constrained
by the large-scale polarization measurements from the Planck
HFI, with the joint constraint

⌧ = 0.0544+0.0070
�0.0081 (68 %, TT,TE,EE+lowE). (17)

Assuming simple tanh parameterization of the ionization frac-
tion,15 this implies a mid-point redshift of reionization

zre = 7.68 ± 0.79 (68 %, TT,TE,EE+lowE), (18)

and a one-tail upper limit of zre < 9.0 (95 %). This is consis-
tent with observations of high-redshift quasars that suggest the
Universe was fully reionized by z⇡ 6 (Bouwens et al. 2015). We
do not include the astrophysical constraint that zre >⇠ 6.5 in
our default parameter results, but if required results including
this prior are part of the published tables on the Planck Legacy
Archive (PLA). A more detailed discussion of reionization his-
tories consistent with Planck and results from other Planck like-
lihoods is deferred to Sect. 7.8.

The measurement of the optical depth breaks the Ase�2⌧ de-
generacy, giving a 1.5 % measurement of the primordial ampli-
tude:

As = (2.101+0.031
�0.034) ⇥ 10�9 (68 %, TT,TE,EE+lowE). (19)

Since the optical depth is reasonably well constrained, degenera-
cies with other cosmological parameters contribute to the error
in Eq. (19). From the temperature spectrum alone there is a sig-
nificant degeneracy between Ase�2⌧ and ⌦mh2, since for fixed
✓⇤, larger values of these parameters will increase and decrease
the small-scale power, respectively. This behaviour is mitigated
in our joint constraint with polarization because the polariza-
tion spectra have a di↵erent dependence on ⌦mh2; polarization
is generated by causal sub-horizon quadrupole scattering at re-
combination, but the temperature spectrum has multiple sources
and is also sensitive to non-local redshifting e↵ects as the pho-
tons leave the last-scattering surface (see, e.g., Galli et al. 2014,
for further discussion).

Assuming the ⇤CDM model, the Planck CMB parameter
amplitude constraint can be converted into a fluctuation ampli-
tude at the present day, conventionally quantified by the �8 pa-
rameter. The CMB lensing reconstruction power spectrum also
constrains the late-time fluctuation amplitude more directly, in
combination with the matter density. Figure 6 shows constraints
on the matter density and amplitude parameter combination
�8⌦

0.25
m that is well measured by the CMB lensing spectrum (see

PL2015 for details). There is good consistency between the tem-
perature, polarization, and lensing constraints here, and using
their combination significantly reduces the allowed parameter
space. In terms of the late-time fluctuation amplitude parameter
�8 we find the combined result

�8 = 0.8111 ± 0.0060 (68 %, Planck TT,TE,EE+lowE
+lensing). (20)

Measurements of galaxy clustering, galaxy lensing, and clusters
can also measure �8, and we discuss consistency of these con-
straints within the ⇤CDM model in more detail in Sect. 5.

15For reference, the ionization fraction xe = ne/nH in the tanh model
is assumed to have the redshift dependence (Lewis 2008):

xe =
1 + nHe/nH

2

"
1 + tanh

 
y(zre) � y(z)
�y

!#
,

where y(z) = (1 + z)3/2, �y = 3
2 (1 + zre)1/2�z, with �z = 0.5. Helium is

assumed to be singly ionized with hydrogen at z � 3, but at lower red-
shifts we add the very small contribution from the second reionization
of helium with a similar tanh transition at z = 3.5.
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plitude parameter that is well constrained by the CMB-lensing
likelihood. The Planck TE, TT, and lensing likelihoods all over-
lap in a consistent region of parameter space, with the combined
likelihood substantially reducing the allowed parameter space.

This value is our “best estimate” of H0 from Planck, assuming
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Since we are considering a flat universe in this section, a
constraint on⌦m translates directly into a constraint on the dark-
energy density parameter, giving

⌦⇤ = 0.6847 ± 0.0073 (68 %, TT,TE,EE+lowE+lensing). (15)

In terms of a physical density, this corresponds to ⌦⇤h2 =
0.3107 ± 0.0082, or cosmological constant ⇤ = (4.24 ± 0.11) ⇥
10�66 eV2 = (2.846± 0.076)⇥ 10�122 m2

Pl in natural units (where
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3.3. Optical depth and the fluctuation amplitude

Since the CMB fluctuations are linear up to lensing corrections,
and the lensing corrections are largely oscillatory, the average
observed CMB power spectrum amplitude scales nearly propor-
tionally with the primordial comoving curvature power spec-
trum amplitude As (which we define at the pivot scale k0 =
0.05 Mpc�1). The sub-horizon CMB anisotropies are however
scattered by free electrons that are present after reionization, so
the observed amplitude actually scales with Ase�2⌧, where ⌧ is
the reionization optical depth (see Sect. 7.8 for further discus-
sion of reionization constraints). This parameter combination is
therefore well measured, with the 0.6 % constraint
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+lowE). (16)
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HFI, with the joint constraint
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�0.0081 (68 %, TT,TE,EE+lowE). (17)
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tion,15 this implies a mid-point redshift of reionization

zre = 7.68 ± 0.79 (68 %, TT,TE,EE+lowE), (18)

and a one-tail upper limit of zre < 9.0 (95 %). This is consis-
tent with observations of high-redshift quasars that suggest the
Universe was fully reionized by z⇡ 6 (Bouwens et al. 2015). We
do not include the astrophysical constraint that zre >⇠ 6.5 in
our default parameter results, but if required results including
this prior are part of the published tables on the Planck Legacy
Archive (PLA). A more detailed discussion of reionization his-
tories consistent with Planck and results from other Planck like-
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The measurement of the optical depth breaks the Ase�2⌧ de-
generacy, giving a 1.5 % measurement of the primordial ampli-
tude:

As = (2.101+0.031
�0.034) ⇥ 10�9 (68 %, TT,TE,EE+lowE). (19)

Since the optical depth is reasonably well constrained, degenera-
cies with other cosmological parameters contribute to the error
in Eq. (19). From the temperature spectrum alone there is a sig-
nificant degeneracy between Ase�2⌧ and ⌦mh2, since for fixed
✓⇤, larger values of these parameters will increase and decrease
the small-scale power, respectively. This behaviour is mitigated
in our joint constraint with polarization because the polariza-
tion spectra have a di↵erent dependence on ⌦mh2; polarization
is generated by causal sub-horizon quadrupole scattering at re-
combination, but the temperature spectrum has multiple sources
and is also sensitive to non-local redshifting e↵ects as the pho-
tons leave the last-scattering surface (see, e.g., Galli et al. 2014,
for further discussion).

Assuming the ⇤CDM model, the Planck CMB parameter
amplitude constraint can be converted into a fluctuation ampli-
tude at the present day, conventionally quantified by the �8 pa-
rameter. The CMB lensing reconstruction power spectrum also
constrains the late-time fluctuation amplitude more directly, in
combination with the matter density. Figure 6 shows constraints
on the matter density and amplitude parameter combination
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their combination significantly reduces the allowed parameter
space. In terms of the late-time fluctuation amplitude parameter
�8 we find the combined result
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+lensing). (20)
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likelihood. The Planck TE, TT, and lensing likelihoods all over-
lap in a consistent region of parameter space, with the combined
likelihood substantially reducing the allowed parameter space.
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their combination significantly reduces the allowed parameter
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�8 we find the combined result
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Section 7.2 and Planck Collaboration X (2020) discuss the im-
plications of this result for models of inflation and include con-
straints on models with primordial tensor modes and a scale-
dependent scalar spectral index.

3.5. Matter densities

The matter density can be measured from the CMB spectra using
the scale-dependence of the amplitude, since for fixed ✓⇤ a larger
matter density reduces the small-scale CMB power. The matter
density also a↵ects the amount of lensing in the CMB spectra
and the amplitude of the CMB-lensing reconstruction spectrum.
The matter density is well constrained to be

⌦mh2 = 0.1430 ± 0.0011 (68 %, Planck TT,TE,EE
+lowE+lensing). (22)

The matter mostly consists of cold dark matter, with density con-
strained at the percent level:

⌦ch2 = 0.1200 ± 0.0012 (68 %, Planck TT,TE,EE
+lowE+lensing). (23)

Changes in the baryon density a↵ect the spectrum in character-
istic ways, modifying the relative heights of the even and odd
acoustic peaks, due to the e↵ect of baryons on the depth of first
and subsequent acoustic (de)compressions. Despite comprising
less than a sixth of the total matter content, the baryon e↵ects
on the power spectra are su�ciently distinctive that the baryon-
density parameter is measured at sub-percent level accuracy with
Planck:

⌦bh2 = 0.02237 ± 0.00015 (68 %, Planck TT,TE,EE
+lowE+lensing). (24)

There is a partial degeneracy with ns, which can also a↵ect the
relative heights of the first few peaks. This is most evident in
T E, but is reduced in TT because of the larger range of scales
that are measured by Planck with low noise.

3.6. Changes in the base-⇤CDM parameters between the
2015 and 2018 data releases

Figure 7 compares the parameters of the base-⇤CDM model
measured from the final data release with those reported in
PCP15. To di↵erentiate between changes caused by the new
lowE polarization likelihood, and therefore generated by the
change in the measured optical depth to reionization, we also
show the result of using the 2015 likelihoods in combination
with the 2018 lowE polarization likelihood at low multipoles.
Figure 7 includes the results for both Planck TT+lowE and
Planck TT,TE,EE+lowE.16

The main di↵erences in ⇤CDM parameters between the
2015 and the 2018 releases are caused by the following ef-
fects.

16The published 2015 parameter constraints and chains had a small
error in the priors for the polarization Galactic foregrounds, which was
subsequently corrected in the published likelihoods. The impact on cos-
mological parameters was very small. Here we compare with the uncor-
rected 2015 chains, not the published 2015 likelihood.

• New polarization low-` likelihood. The use of the new HFI
low-` polarization likelihood in place of the 2015 LFI likelihood
is the largest cause of shifts between the 2015 and 2018 param-
eters. The lowering and tightening of the constraint on ⌧ is re-
sponsible for a 1� decrease of ln(1010As) through the Ase�2⌧

degeneracy. This in turn decreases the smoothing due to gravi-
tational lensing at high multipoles, which is compensated by an
increase of about 1� in !c. This decreases the amplitude of the
first acoustic peak, so ns shifts to a lower value by about 0.5�
to restore power. Further adjustments are then achieved by the
changes of ✓⇤ and !b by about 0.5�.
• Polarization corrections in the high-` likelihood. As de-

scribed in detail in Sect. 2.2, the largest changes from 2015 are
caused by corrections applied to the polarization spectra. To iso-
late the causes of shifts introduced by changes in the high-` like-
lihood, Fig. 8 compares 2018 results neglecting corrections to
the polarization spectra with results from the 2015 high-` like-
lihood combined with the 2018 lowE likelihood (so that both
sets of results are based on similar constraints on ⌧). The shift
towards larger values in !b by around 1� is mainly caused by
the beam-leakage correction in the TE high-` likelihood, which
is also responsible for an increase of approximately 0.5� in ns,
compensating for the shift in ns as a result of the change in ⌧
since 2015. The beam-leakage correction also changes !c (by
�0.7�) and ✓MC (+0.7�). The other corrections implemented
in 2018 have a smaller impact on the ⇤CDM parameters, as de-
scribed in detail in Planck Collaboration V (2020).

Figure 9 presents the di↵erences between the coadded spec-
tra from 2018 and 2015. This plot shows the stability of the TT
spectra, while also demonstrating that the main di↵erences in po-
larization between the 2015 and 2018 releases are caused by the
2018 corrections for polarization e�ciencies and beam leakage.

4. Comparison with high-resolution experiments

As discussed in PCP13 and PCP15, Planck TT spectra are statis-
tically much more powerful than temperature data from current
high-resolution experiments such as the Atacama Cosmology
Telescope (ACT, e.g., Das et al. 2014) and the South Pole
Telescope (SPT, e.g., Story et al. 2013; George et al. 2015). As
a result, the Planck temperature data dominate if they are com-
bined with ACT and SPT data. In PCP15, the high-resolution
temperature data were used only to constrain low-amplitude
components of the foreground model, which are otherwise
weakly constrained by Planck data alone (with very little im-
pact on cosmological parameters). We adopt the same approach
in this paper.

Since the publication of PCP15, Hou et al. (2018) have per-
formed a direct map-based comparison of the SPT temperature
data at 150 GHz with the Planck 143-GHz maps over the same
area of sky (covering 2540 deg2), finding no evidence for any
systematic error in either data set after accounting for an over-
all di↵erence in calibration. Temperature power spectrum com-
parisons between Planck and SPT are reported in a companion
paper by Aylor et al. (2017). They find cosmological parameters
for base ⇤CDM derived from Planck and SPT over the same
patch of sky and multipole range to be in excellent agreement.
In particular, by comparing parameters determined over the mul-
tipole range 650–2000 from both experiments, the reduction in
sample variance allows a test that is sensitive to systematic er-
rors that could cause shifts in parameter posteriors comparable to
the widths of the PCP15 posteriors. The parameters determined
over the SPT sky area di↵er slightly, but not significantly, from
the best-fit ⇤CDM parameters reported in PCP15 based on a
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Section 7.2 and Planck Collaboration X (2020) discuss the im-
plications of this result for models of inflation and include con-
straints on models with primordial tensor modes and a scale-
dependent scalar spectral index.
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matter density reduces the small-scale CMB power. The matter
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larization between the 2015 and 2018 releases are caused by the
2018 corrections for polarization e�ciencies and beam leakage.

4. Comparison with high-resolution experiments

As discussed in PCP13 and PCP15, Planck TT spectra are statis-
tically much more powerful than temperature data from current
high-resolution experiments such as the Atacama Cosmology
Telescope (ACT, e.g., Das et al. 2014) and the South Pole
Telescope (SPT, e.g., Story et al. 2013; George et al. 2015). As
a result, the Planck temperature data dominate if they are com-
bined with ACT and SPT data. In PCP15, the high-resolution
temperature data were used only to constrain low-amplitude
components of the foreground model, which are otherwise
weakly constrained by Planck data alone (with very little im-
pact on cosmological parameters). We adopt the same approach
in this paper.

Since the publication of PCP15, Hou et al. (2018) have per-
formed a direct map-based comparison of the SPT temperature
data at 150 GHz with the Planck 143-GHz maps over the same
area of sky (covering 2540 deg2), finding no evidence for any
systematic error in either data set after accounting for an over-
all di↵erence in calibration. Temperature power spectrum com-
parisons between Planck and SPT are reported in a companion
paper by Aylor et al. (2017). They find cosmological parameters
for base ⇤CDM derived from Planck and SPT over the same
patch of sky and multipole range to be in excellent agreement.
In particular, by comparing parameters determined over the mul-
tipole range 650–2000 from both experiments, the reduction in
sample variance allows a test that is sensitive to systematic er-
rors that could cause shifts in parameter posteriors comparable to
the widths of the PCP15 posteriors. The parameters determined
over the SPT sky area di↵er slightly, but not significantly, from
the best-fit ⇤CDM parameters reported in PCP15 based on a
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Fig. 6. Base-⇤CDM 68 % and 95 % marginalized constraint
contours for the matter density and �8⌦

0.25
m , a fluctuation am-

plitude parameter that is well constrained by the CMB-lensing
likelihood. The Planck TE, TT, and lensing likelihoods all over-
lap in a consistent region of parameter space, with the combined
likelihood substantially reducing the allowed parameter space.

This value is our “best estimate” of H0 from Planck, assuming
the base-⇤CDM cosmology.

Since we are considering a flat universe in this section, a
constraint on⌦m translates directly into a constraint on the dark-
energy density parameter, giving

⌦⇤ = 0.6847 ± 0.0073 (68 %, TT,TE,EE+lowE+lensing). (15)

In terms of a physical density, this corresponds to ⌦⇤h2 =
0.3107 ± 0.0082, or cosmological constant ⇤ = (4.24 ± 0.11) ⇥
10�66 eV2 = (2.846± 0.076)⇥ 10�122 m2

Pl in natural units (where
mPl is the Planck mass).

3.3. Optical depth and the fluctuation amplitude

Since the CMB fluctuations are linear up to lensing corrections,
and the lensing corrections are largely oscillatory, the average
observed CMB power spectrum amplitude scales nearly propor-
tionally with the primordial comoving curvature power spec-
trum amplitude As (which we define at the pivot scale k0 =
0.05 Mpc�1). The sub-horizon CMB anisotropies are however
scattered by free electrons that are present after reionization, so
the observed amplitude actually scales with Ase�2⌧, where ⌧ is
the reionization optical depth (see Sect. 7.8 for further discus-
sion of reionization constraints). This parameter combination is
therefore well measured, with the 0.6 % constraint

Ase�2⌧ = (1.884 ± 0.012) ⇥ 10�9 (68 %, TT,TE,EE
+lowE). (16)

In this final Planck release the optical depth is well constrained
by the large-scale polarization measurements from the Planck
HFI, with the joint constraint

⌧ = 0.0544+0.0070
�0.0081 (68 %, TT,TE,EE+lowE). (17)

Assuming simple tanh parameterization of the ionization frac-
tion,15 this implies a mid-point redshift of reionization

zre = 7.68 ± 0.79 (68 %, TT,TE,EE+lowE), (18)

and a one-tail upper limit of zre < 9.0 (95 %). This is consis-
tent with observations of high-redshift quasars that suggest the
Universe was fully reionized by z⇡ 6 (Bouwens et al. 2015). We
do not include the astrophysical constraint that zre >⇠ 6.5 in
our default parameter results, but if required results including
this prior are part of the published tables on the Planck Legacy
Archive (PLA). A more detailed discussion of reionization his-
tories consistent with Planck and results from other Planck like-
lihoods is deferred to Sect. 7.8.

The measurement of the optical depth breaks the Ase�2⌧ de-
generacy, giving a 1.5 % measurement of the primordial ampli-
tude:

As = (2.101+0.031
�0.034) ⇥ 10�9 (68 %, TT,TE,EE+lowE). (19)

Since the optical depth is reasonably well constrained, degenera-
cies with other cosmological parameters contribute to the error
in Eq. (19). From the temperature spectrum alone there is a sig-
nificant degeneracy between Ase�2⌧ and ⌦mh2, since for fixed
✓⇤, larger values of these parameters will increase and decrease
the small-scale power, respectively. This behaviour is mitigated
in our joint constraint with polarization because the polariza-
tion spectra have a di↵erent dependence on ⌦mh2; polarization
is generated by causal sub-horizon quadrupole scattering at re-
combination, but the temperature spectrum has multiple sources
and is also sensitive to non-local redshifting e↵ects as the pho-
tons leave the last-scattering surface (see, e.g., Galli et al. 2014,
for further discussion).

Assuming the ⇤CDM model, the Planck CMB parameter
amplitude constraint can be converted into a fluctuation ampli-
tude at the present day, conventionally quantified by the �8 pa-
rameter. The CMB lensing reconstruction power spectrum also
constrains the late-time fluctuation amplitude more directly, in
combination with the matter density. Figure 6 shows constraints
on the matter density and amplitude parameter combination
�8⌦

0.25
m that is well measured by the CMB lensing spectrum (see

PL2015 for details). There is good consistency between the tem-
perature, polarization, and lensing constraints here, and using
their combination significantly reduces the allowed parameter
space. In terms of the late-time fluctuation amplitude parameter
�8 we find the combined result

�8 = 0.8111 ± 0.0060 (68 %, Planck TT,TE,EE+lowE
+lensing). (20)

Measurements of galaxy clustering, galaxy lensing, and clusters
can also measure �8, and we discuss consistency of these con-
straints within the ⇤CDM model in more detail in Sect. 5.

15For reference, the ionization fraction xe = ne/nH in the tanh model
is assumed to have the redshift dependence (Lewis 2008):

xe =
1 + nHe/nH

2

"
1 + tanh

 
y(zre) � y(z)
�y

!#
,

where y(z) = (1 + z)3/2, �y = 3
2 (1 + zre)1/2�z, with �z = 0.5. Helium is

assumed to be singly ionized with hydrogen at z � 3, but at lower red-
shifts we add the very small contribution from the second reionization
of helium with a similar tanh transition at z = 3.5.
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Fig. 7. Comparison between the 2015 and 2018 marginalized ⇤CDM parameters. Dotted lines show the 2015 results, replacing the
2015 “lowP” low-` polarization likelihood with the new 2018 “lowE” SimAll likelihood, isolating the impact of the change in the
low-` polarization likelihood (and hence the constraints on ⌧).

3.4. Scalar spectral index

The scale-dependence of the CMB power spectrum constrains
the slope of the primordial scalar power spectrum, convention-
ally parameterized by the power-law index ns, where ns = 1 cor-
responds to a scale-invariant spectrum. The matter and baryon
densities also a↵ect the scale-dependence of the CMB spectra,
but in a way that di↵ers from a variation in ns, leading to rel-
atively mild degeneracies between these parameters. Assuming

that the primordial power spectrum is an exact power law we
find

ns = 0.9649 ± 0.0042 (68 %, Planck TT,TE,EE+lowE
+lensing), (21)

which is 8� away from scale-invariance (ns = 1), confirm-
ing the red tilt of the spectrum at high significance in ⇤CDM.
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Table 3. Minimum �2 values fitting the SPTpol spectra to the best-fit Planck and SPTpol ⇤CDM cosmologies (as described in
the text). Nb gives the number of band powers in each spectrum. The deviation of �2

min from the expectation h�2
mini = Ndof is given

by the columns labelled N�, where N� = (�2
min � Ndof)/

p
2Ndof , and Ndof = Nb � 8. The last two columns give �2

p for parameter
di↵erences (Eq. 25) and the associated PTEs.

Planck cosmology SPT cosmology

SPTpol spectrum Nb �2
min N� �2

min N� �2
p PTE

T E + EE . . . . . . . . . . . . . . . . . . . . 112 146.1 2.91 137.4 2.31 9.85 0.08
T E . . . . . . . . . . . . . . . . . . . . . . . . . 56 71.4 2.38 70.3 2.27 3.38 0.64
EE . . . . . . . . . . . . . . . . . . . . . . . . . 56 67.3 1.96 61.4 1.37 8.21 0.15

where Cp is the covariance matrix for SPTpol parameters (we
neglect the errors in the Planck parameters, which are much
smaller). Values for �2

p are given in Table 3 together with prob-
abilities to exceed (PTEs) computed from a �2 distribution with
five degrees of freedom. We find no evidence for any statisti-
cally significant inconsistency between the two sets of parame-
ters, even for the combined T E+EE SPTpol likelihood. We also
note that the parameter Ase�2⌧ makes quite a large contribution to
�2

p for the T E + EE and EE spectra, but is sensitive to possible
systematic errors in the SPTpol polarization e�ciency calibra-
tion (Henning et al. 2018, which, as discussed, is not well under-
stood). Varying the maximum multipole used in the SPTpol like-
lihood (`max), we find that the parameters of the SPTpol T E+EE
cosmology converge by `max = 2500; higher multipoles do not
contribute significantly to the SPTpol base-⇤CDM solution.

Henning et al. (2018) reported a trend for the parameters
of the base-⇤CDM cosmology to change as the SPTpol like-
lihood is extended to higher multipoles, which they suggested
may be an indication of new physics. However, this e↵ect is not
of high statistical significance and cannot be tested by the Planck
spectra, which become less sensitive than the SPTpol spectra
at multipoles >⇠ 1500. The consistency of the base-⇤CDM cos-
mology at high multipoles in polarization should become clearer
in the near future as more polarization data are accumulated by
ACTPol and SPTpol.

5. Comparison with other astrophysical data sets

5.1. Baryon acoustic oscillations

As in PCP13 and PCP15 baryon acoustic oscillation (BAO)
measurements from galaxy redshift surveys are used as the pri-
mary non-CMB astrophysical data set in this paper. The acous-
tic scale measured by BAOs, at around 147 Mpc, is much larger
than the scale of virialized structures. This separation of scales
makes BAO measurements insensitive to nonlinear physics, pro-
viding a robust geometrical test of cosmology. It is for this rea-
son that BAO measurements are given high weight compared
to other non-CMB data in this and in previous Planck papers.
BAO features in the galaxy power spectrum were first detected
by Cole et al. (2005) and Eisenstein et al. (2005). Since their dis-
covery, BAO measurements have improved in accuracy via a
number of ambitious galaxy surveys. As demonstrated in PCP13
and PCP15 BAO results from galaxy surveys have been consis-
tently in excellent agreement with the best-fit base-⇤CDM cos-
mology inferred from Planck. More recently, the redshift reach
of BAO measurements has been increased using quasar redshift
surveys and Lyman-↵ absorption lines detected in quasar spec-
tra.
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Fig. 11. Acoustic-scale distance measurements divided by
the corresponding mean distance ratio from Planck TT,TE,EE
+lowE+lensing in the base-⇤CDM model. The points, with their
1� error bars are as follows: green star, 6dFGS (Beutler et al.
2011); magenta square, SDSS MGS (Ross et al. 2015); red tri-
angles, BOSS DR12 (Alam et al. 2017); small blue circles,
WiggleZ (as analysed by Kazin et al. 2014); large dark blue
triangle, DES (DES Collaboration 2019); cyan cross, DR14
LRG (Bautista et al. 2018); red circle, SDSS quasars (Ata et al.
2018); and orange hexagon, which shows the combined BAO
constraints from BOSS DR14 Lyman-↵ (de Sainte Agathe et al.
2019) and Lyman-↵ cross-correlation with quasars, as cited in
(Blomqvist et al. 2019). The green point with magenta dashed
line is the 6dFGS and MGS joint analysis result of Carter et al.
(2018). All ratios are for the averaged distance DV(z), except
for DES and BOSS Lyman-↵, where the ratio plotted is DM (re-
sults for H(z) are shown separately in Fig. 16). The grey bands
show the 68 % and 95 % confidence ranges allowed for the ra-
tio DV(z)/rdrag by Planck TT,TE,EE+lowE+lensing (bands for
DM/rdrag are very similar).

Figure 11 summarizes the latest BAO results, updating fig-
ure 14 of PCP15. This plot shows the acoustic-scale distance
ratio DV(z)/rdrag measured from surveys with e↵ective redshift
z, divided by the mean acoustic-scale ratio in the base-⇤CDM
cosmology using Planck TT,TE,EE+lowE+lensing. Here rdrag is
the comoving sound horizon at the end of the baryon drag epoch
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Fig. 16. Comoving Hubble parameter as a function of red-
shift. The grey bands show the 68 % and 95 % confidence
ranges allowed by Planck TT,TE,EE+lowE+lensing in the base-
⇤CDM model, clearly showing the onset of acceleration around
z = 0.6. Red triangles show the BAO measurements from
BOSS DR12 (Alam et al. 2017), the green circle is from BOSS
DR14 quasars (Zarrouk et al. 2018), the orange dashed point
is the constraint from the BOSS DR14 Ly↵ auto-correlation
at z = 2.34 (de Sainte Agathe et al. 2019), and the solid gold
point is the joint constraint from the Ly↵ auto-correlation and
cross-correlation with quasars from Blomqvist et al. (2019). All
BOSS measurements are used in combination with the Planck
base-model measurements of the sound horizon rdrag, and the
DR12 points are correlated. The blue point at redshift zero shows
the inferred forward-distance-ladder Hubble measurement from
Riess et al. (2019).

surements at all, or by only using constraints on the CMB
parameter ✓MC (see also Bernal et al. 2016; Addison et al.
2018; DES Collaboration 2018a; Lemos et al. 2019). This is
illustrated in Fig. 17, which shows how the constraints on
H0 and ⌦m converge to the Planck values as more data are
included. The green contours show the constraints from BAO
and the Pantheon SNe data, together with a BBN constraint
on the baryon density (⌦bh2 = 0.0222 ± 0.0005) based on the
primordial deuterium abundance measurements of Cooke et al.
(2018, see Sect. 7.6). The dashed contours in this figure
show how the green contours shift if the Pantheon SNe data
are replaced by the JLA SNe sample. Adding Planck CMB
lensing (grey contours) constrains ⌦mh2 and shifts H0 further
away from the R18 measurement. Using a “conservative”
Planck prior of 100✓MC = 1.0409 ± 0.0006 (which is con-
sistent with all of the variants of ⇤CDM considered in this
paper to within 1�, see Table 5) gives the red contours, with
H0 = (67.9 ± 0.8) km s�1Mpc�1 and ⌦m = 0.305 ± 0.001,
very close to the result using the full Planck likelihood (blue
contours). Evidently, there is a significant problem in matching
the base-⇤CDM model to the R18 results and this tension is not
confined exclusively to the Planck results.

The question then arises of whether there is a plausible ex-
tension to the base-⇤CDM model that can resolve the discrep-
ancy. Table 5 summarizes the Planck constraints on H0 for vari-
ants of ⇤CDM considered in this paper. H0 remains discrepant
with R18 in all of these cases, with the exception of models in
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Fig. 17. Inverse-distance-ladder constraints on the Hubble pa-
rameter and ⌦m in the base-⇤CDM model, compared to the
result from the full Planck CMB power-spectrum data. BAO
data constrain the ratio of the sound horizon at the epoch of
baryon drag and the distances; the sound horizon depends on
the baryon density, which is constrained by the conservative
prior of ⌦bh2 = 0.0222 ± 0.0005, based on the measurement of
D/H by Cooke et al. (2018) and standard BBN with modelling
uncertainties. Adding Planck CMB lensing constrains the mat-
ter density, or adding a conservative Planck CMB “BAO” mea-
surement (100✓MC = 1.0409 ± 0.0006) gives a tight constraint
on H0, comparable to that from the full CMB data set. Grey
bands show the local distance-ladder measurement of Riess et al.
(2019). Contours contain 68 % and 95 % of the probability.
Marginalizing over the neutrino masses or allowing dark en-
ergy equation of state parameters w0 > �1 would only lower the
inverse-distance-ladder constraints on H0. The dashed contours
show the constraints from the data combination BAO+JLA+D/H
BBN .

which we allow the dark energy equation of state to vary. For
models with either a fixed dark energy equation-of-state param-
eter, w0, or time-varying equation of state parameterized by w0
and wa (see Sect. 7.4.1 for definitions and further details), Planck
data alone lead to poor constraints on H0. However, for most
physical dark energy models where pde � �⇢de (so w0 > �1),
and the density is only important after recombination, H0 can
only decrease with respect to ⇤CDM if the measured CMB
acoustic scale is maintained, making the discrepancy with R18
worse. If we allow for w0 < �1, then adding BAO and SNe
data is critical to obtain a useful constraint (as pointed out by
Aubourg et al. 2015), and we find

H0 = (68.34 ± 0.81) km s�1Mpc�1, (w0 varying), (31a)
H0 = (68.31 ± 0.82) km s�1Mpc�1, (w0,wa varying), (31b)

for the parameter combination Planck TT,TE,EE+lowE+lensing
+BAO+Pantheon. Modifying the dark energy sector in the late
universe does not resolve the discrepancy with R18.

If the di↵erence between base ⇤CDM and the R18 mea-
surement of H0 is caused by new physics, then it is unlikely to
be through some change to the late-time distance-redshift rela-
tionship. Another possibility is a change in the sound horizon
scale. If we use the R18 measurement of H0, combined with
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Fig. 14. Constraints on the growth rate of fluctuations from
various redshift surveys in the base-⇤CDM model: dark cyan,
6dFGS and velocities from SNe Ia (Huterer et al. 2017);
green, 6dFGRS (Beutler et al. 2012); purple square, SDSS
MGS (Howlett et al. 2015); cyan cross, SDSS LRG (Oka et al.
2014); dark red, GAMA (Blake et al. 2013); red, BOSS
DR12 (Alam et al. 2017); blue, WiggleZ (Blake et al. 2012);
olive, VIPERS (Pezzotta et al. 2017); dark blue, FastSound
(Okumura et al. 2016); and orange, BOSS DR14 quasars
(Zarrouk et al. 2018). Where measurements are reported in cor-
relation with other variables, we here show the marginalized pos-
terior means and errors. Grey bands show the 68 % and 95 %
confidence ranges allowed by Planck TT,TE,EE+lowE+lensing.

distance-ladder constraints on H0 (see Sect. 5.4), shows a spe-
cific example.

5.3. Redshift-space distortions

The clustering of galaxies observed in a redshift survey exhibits
anisotropies induced by peculiar motions (known as redshift-
space distortions, RSDs). Measurement of RSDs can provide
constraints on the growth rate of structure and the amplitude of
the matter power spectrum (e.g., Percival & White 2009). Since
it uses non-relativistic tracers, RSDs are sensitive to the time-
time component of the metric perturbation or the Newtonian po-
tential. A comparison of the amplitude inferred from RSDs with
that inferred from lensing (sensitive to the Weyl potential, see
Sect. 7.4). provides a test of General Relativity.

Measurements of RSDs are usually quoted as constraints
on f �8, where for models with scale-independent growth f =
d ln D/d ln a. For ⇤CDM, d ln D/d ln a ⇡ ⌦0.55

m (z). We follow
PCP15, defining

f �8 ⌘

h
�(vd)

8 (z)
i2

�(dd)
8 (z)

, (29)

where �(vd)
8 is the density-velocity correlation in spheres of ra-

dius 8 h�1Mpc in linear theory.
Measuring f �8 requires modelling nonlinearities and scale-

dependent bias and is considerably more complicated than es-
timating the BAO scale from galaxy surveys. One key problem
is deciding on the precise range of scales that can be used in

an RSD analysis, since there is a need to balance potential sys-
tematic errors associated with modelling nonlinearities against
reducing statistical errors by extending to smaller scales. In addi-
tion, there is a partial degeneracy between distortions caused by
peculiar motions and the Alcock-Paczynski e↵ect. Nevertheless,
there have been substantial improvements in modelling RSDs in
the last few years, including extensive tests of systematic errors
using numerical simulations. Di↵erent techniques for measur-
ing f �8 are now consistent to within a few percent (Alam et al.
2017).

Figure 14, showing f �8 as a function of redshift, is an up-
date of figure 16 from PCP15. The most significant changes from
PCP15 are the new high precision measurements from BOSS
DR12, shown as the red points. These points are the “consen-
sus” BOSS D12 results from Alam et al. (2017), which aver-
ages the results from four di↵erent ways of analysing the DR12
data (Beutler et al. 2017; Grieb et al. 2017; Sánchez et al. 2017;
Satpathy et al. 2017). These results are in excellent agreement
with the Planck base ⇤CDM cosmology (see also Fig. 15) and
provide the tightest constraints to date on the growth rate of fluc-
tuations. We have updated the VIPERS constraints to those of
the second public data release (Pezzotta et al. 2017) and added
a data point from the Galaxy and Mass Assembly (GAMA) red-
shift survey (Blake et al. 2012). Two new surveys have extended
the reach of RSD measurements (albeit with large errors) to
redshifts greater than unity: the deep FASTSOUND emission
line redshift survey (Okumura et al. 2016); and the BOSS DR14
quasar survey (Zarrouk et al. 2018). We have also added a new
low redshift estimate of f �8 from Huterer et al. (2017) at an ef-
fective redshift of ze↵ = 0.023, which is based on correlating
deviations from the mean magnitude-redshift relation of SNe in
the Pantheon sample with estimates of the nearby peculiar veloc-
ity field determined from the 6dF Galaxy Survey (Springob et al.
2014). As can be seen from Fig. 14, these growth rate measure-
ments are consistent with the Planck base-⇤CDM cosmology
over the entire redshift range 0.023 < ze↵ < 1.52.

Since the BOSS-DR12 estimates provide the strongest con-
straints on RSDs, it is worth comparing these results with Planck
in greater detail. Here we use the “full-shape consensus” re-
sults20 on DV , f �8, and FAP for each of the three redshift bins
from Alam et al. (2017) and the associated 9⇥ 9 covariance ma-
trix, where FAP is the Alcock-Paczinski parameter,

FAP(z) = DM(z)
H(z)

c
. (30)

Figure 15 shows the constraints from BOSS-DR12 on f �8 and
FAP marginalized over DV . Planck base-⇤CDM constraints are
shown by the red and green contours. For each redshift bin,
the Planck best-fit values of f �8 and FAP lie within the 68 %
contours from BOSS-DR12. Figure 15 highlights the impres-
sive consistency of the base-⇤CDM cosmology from the high
redshifts probed by the CMB to the low redshifts sampled by
BOSS.

5.4. The Hubble constant

Perhaps the most controversial tension between the Planck
⇤CDM model and astrophysical data is the discrepancy with
traditional distance-ladder measurements of the Hubble constant

20When using RSDs to constraint dark energy in Sect. 7.4, we use the
alternative DM, H, and f �8 parameterization from Alam et al. (2017)
for consistency with the DR12 BAO-only likelihood that we use else-
where.
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Fig. 2.— Demonstration of BAO, SN, and CMB constraining power as a function of redshift. To construct alternative models, we
have fixed to their best-fit ⇤CDM values the quantities that are best measured by the CMB: ⌦bh

2, ⌦ch
2 and the angular acoustic scale

DM (z = 1150)/rd. Because the sound horizon at decoupling is a function of ⌦bh
2, ⌦ch

2 and Ne↵ only, the models have the same value of
rd = 147.16 Mpc. Top: The Hubble diagram residuals of BAO DM (z) measurements, with DV (z) measurements shown as open circles.
Center: The Hubble diagram residuals of BAO DH(z) = c/H(z) measurements. Bottom: The Hubble diagram residuals of SNe Ia
measurements, with relative normalization of the luminosity distance estimates. We display the CMB determination of the angular position
of the acoustic peak as a measurement of transverse BAO, and we split the redshift scale to include this data point. In each case, the
residuals are computed relative to the best-fit ⇤CDM model from CMB alone. The curves represent the di↵erence between the ⇤CDM
model and single-parameter extensions allowed by the CMB data. The o⇤CDM model favored by Planck (⌦k = �0.044) is presented in
dashed red lines, the wCDM model favored by Planck (w = �1.585) is presented in dot-dashed green lines, and a ⇤CDM model with
non-zero neutrino mass is presented in solid blue lines. The model with massive neutrinos assumes a summed mass equal to 0.268 eV,
corresponding to the Planck 95% upper limit.

Fig. 3.— Cosmological constraints under the assumption of a model with a w = �1 cosmological constant with free curvature (o⇤CDM,
as in Table 4). Left: 68% and 95% constraints on ⌦m–⌦⇤ from the Planck CMB temperature and polarization data (gray), Pantheon
SNe Ia sample (red), and SDSS BAO-only measurements (blue). The dashed line represents a model with zero curvature. Right: The
⌦m–⌦k constraints for the combination of CMB (gray), CMB + SN (red), and CMB + BAO (blue).
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Fig. 7.— The SDSS f�8 measurements as a function of redshift, normalized by the Planck 2018 bestfit ⇤CDM model (shown in dotted
black). The three colored curves represent the fractional deviations from ⇤CDM for an o⇤CDM model with ⌦k = �0.044 (red), a wCDM
model with w = �1.58 (green), and a ⌫⇤CDM model with

P
m⌫ = 0.268 eV (blue). These are the same models as those in Figure 2. An

Einstein de Sitter model (magenta; ⌦m = 1, ⌦⇤ = 0 and �8(z = 0) matching that of fiducial model) is ruled out at high confidence, further
demonstrating the long-standing preference for growth measurements for models with lower matter densities.

TABLE 6
Marginalized values and 68% confidence limits on curvature, dark energy parameters, and the amplitude of density fluctuations.

⌦m ⌦DE �8 ⌦k w

o⇤CDM

CMB T&P 0.483+0.055
�0.069 0.561+0.050

�0.041 0.774+0.016
�0.014 �0.044+0.019

�0.014 �
CMB T&P+RSD 0.455+0.052

�0.062 0.581+0.045
�0.039 0.780± 0.014 �0.036+0.017

�0.013 �
CMB T&P+WL 0.310± 0.017 0.690± 0.013 0.806± 0.010 �0.0004± 0.0048 �

CMB T&P(+lens)) + RSD +WL 0.313± 0.014 0.688± 0.011 0.8069± 0.0094 �0.0010+0.0043
�0.0038 �

wCDM

CMB T&P 0.199+0.022
�0.057 0.801+0.057

�0.022 0.970+0.096
�0.045 � �1.58+0.16

�0.35
a

CMB T&P+RSD 0.293+0.027
�0.034 0.707+0.034

�0.027 0.836± 0.030 � �1.09± 0.11
CMB T&P+WL 0.188+0.012

�0.046 0.812+0.046
�0.012 0.977+0.083

�0.037 � �1.61+0.13
�0.30

CMB T&P(+lens) + RSD +WL 0.275+0.023
�0.029 0.725+0.029

�0.023 0.846± 0.028 � �1.14± 0.10
aThe lower bound on w is a↵ected by the H0 prior.

Fig. 8.— Constraints from CMB temperature and polarization and growth measurements in one-parameter extensions to ⇤CDM, as
in Table 6. Left: The ⌦m–⌦⇤ constraints for a cosmological model under the assumption of a w = �1 cosmological constant with free
curvature (o⇤CDM). Right: The w–⌦m constraints for a flat cosmological model where the equation of state is allowed as a constant,
free parameter. In both cases, the gray contours represent the 68% and 95% confidence intervals using only the Planck temperature and
polarization data, while the blue contours show the results including RSD data. The combination of RSD, DES WL, Planck lensing, and
CMB is shown in red.
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ABSTRACT

We present the cosmological implications from final measurements of clustering using galaxies,
quasars, and Ly↵ forests from the completed Sloan Digital Sky Survey (SDSS) lineage of experi-
ments in large-scale structure. These experiments, composed of data from SDSS, SDSS-II, BOSS,
and eBOSS, o↵er independent measurements of baryon acoustic oscillation (BAO) measurements
of angular-diameter distances and Hubble distances relative to the sound horizon, rd, from eight
di↵erent samples and six measurements of the growth rate parameter, f�8, from redshift-space dis-
tortions (RSD). This composite sample is the most constraining of its kind and allows us to perform
a comprehensive assessment of the cosmological model after two decades of dedicated spectroscopic
observation. We show that the BAO data alone are able to rule out dark-energy-free models at more
than eight standard deviations in an extension to the flat, ⇤CDM model that allows for curvature.
When combined with Planck Cosmic Microwave Background (CMB) measurements of temperature
and polarization, under the same model, the BAO data provide nearly an order of magnitude improve-
ment on curvature constraints relative to primary CMB constraints alone. Independent of distance
measurements, the SDSS RSD data complement weak lensing measurements from the Dark Energy
Survey (DES) in demonstrating a preference for a flat ⇤CDM cosmological model when combined with
Planck measurements. The RSD and lensing measurements indicate a growth rate that is consistent
with predictions from Planck temperature and polarization data and with General Relativity. When
combining the results of SDSS BAO and RSD, Planck, Pantheon Type Ia supernovae (SNe Ia), and
DES weak lensing and clustering measurements, all multiple-parameter extensions remain consistent
with a ⇤CDM model. Regardless of cosmological model, the precision on each of the three ⇤CDM
parameters, ⌦⇤, H0, and �8, remains at roughly 1%, showing changes of less than 0.6% in the central
values between models. In a model that allows for free curvature and a time-evolving equation of
state for dark energy, the combined samples produce a constraint ⌦k = �0.0023 ± 0.0022. The dark
energy constraints lead to w0 = �0.912±0.081 and wa = �0.48+0.36

�0.30
, corresponding to an equation of

state of wp = �1.020 ± 0.032 at a pivot redshift zp = 0.29 and a Dark Energy Figure of Merit of 92.
The inverse distance ladder measurement under this model yields H0 = 68.20 ± 0.81 km s�1Mpc�1,
remaining in tension with several direct determination methods; the BAO data allow Hubble constant
estimates that are robust against the assumption of the cosmological model. In addition, the BAO
data allow estimates of H0 that are independent of the CMB data, with similar central values and pre-
cision under a ⇤CDM model. Our most constraining combination of data gives the upper limit on the
sum of neutrino masses at

P
m⌫ < 0.111 eV (95% confidence). Finally, we consider the improvements

in cosmology constraints over the last decade by comparing our results to a sample representative of
the period 2000–2010. We compute the relative gain across the five dimensions spanned by w, ⌦k,P

m⌫ , H0, and �8 and find that the SDSS BAO and RSD data reduce the total posterior volume
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Fig. 7.— The SDSS f�8 measurements as a function of redshift, normalized by the Planck 2018 bestfit ⇤CDM model (shown in dotted
black). The three colored curves represent the fractional deviations from ⇤CDM for an o⇤CDM model with ⌦k = �0.044 (red), a wCDM
model with w = �1.58 (green), and a ⌫⇤CDM model with

P
m⌫ = 0.268 eV (blue). These are the same models as those in Figure 2. An

Einstein de Sitter model (magenta; ⌦m = 1, ⌦⇤ = 0 and �8(z = 0) matching that of fiducial model) is ruled out at high confidence, further
demonstrating the long-standing preference for growth measurements for models with lower matter densities.

TABLE 6
Marginalized values and 68% confidence limits on curvature, dark energy parameters, and the amplitude of density fluctuations.

⌦m ⌦DE �8 ⌦k w

o⇤CDM

CMB T&P 0.483+0.055
�0.069 0.561+0.050

�0.041 0.774+0.016
�0.014 �0.044+0.019

�0.014 �
CMB T&P+RSD 0.455+0.052

�0.062 0.581+0.045
�0.039 0.780± 0.014 �0.036+0.017

�0.013 �
CMB T&P+WL 0.310± 0.017 0.690± 0.013 0.806± 0.010 �0.0004± 0.0048 �

CMB T&P(+lens)) + RSD +WL 0.313± 0.014 0.688± 0.011 0.8069± 0.0094 �0.0010+0.0043
�0.0038 �

wCDM

CMB T&P 0.199+0.022
�0.057 0.801+0.057

�0.022 0.970+0.096
�0.045 � �1.58+0.16

�0.35
a

CMB T&P+RSD 0.293+0.027
�0.034 0.707+0.034

�0.027 0.836± 0.030 � �1.09± 0.11
CMB T&P+WL 0.188+0.012

�0.046 0.812+0.046
�0.012 0.977+0.083

�0.037 � �1.61+0.13
�0.30

CMB T&P(+lens) + RSD +WL 0.275+0.023
�0.029 0.725+0.029

�0.023 0.846± 0.028 � �1.14± 0.10
aThe lower bound on w is a↵ected by the H0 prior.
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Fig. 8.— Constraints from CMB temperature and polarization and growth measurements in one-parameter extensions to ⇤CDM, as
in Table 6. Left: The ⌦m–⌦⇤ constraints for a cosmological model under the assumption of a w = �1 cosmological constant with free
curvature (o⇤CDM). Right: The w–⌦m constraints for a flat cosmological model where the equation of state is allowed as a constant,
free parameter. In both cases, the gray contours represent the 68% and 95% confidence intervals using only the Planck temperature and
polarization data, while the blue contours show the results including RSD data. The combination of RSD, DES WL, Planck lensing, and
CMB is shown in red.

Cosmology from eBOSS 15

Fig. 2.— Demonstration of BAO, SN, and CMB constraining power as a function of redshift. To construct alternative models, we
have fixed to their best-fit ⇤CDM values the quantities that are best measured by the CMB: ⌦bh

2, ⌦ch
2 and the angular acoustic scale

DM (z = 1150)/rd. Because the sound horizon at decoupling is a function of ⌦bh
2, ⌦ch

2 and Ne↵ only, the models have the same value of
rd = 147.16 Mpc. Top: The Hubble diagram residuals of BAO DM (z) measurements, with DV (z) measurements shown as open circles.
Center: The Hubble diagram residuals of BAO DH(z) = c/H(z) measurements. Bottom: The Hubble diagram residuals of SNe Ia
measurements, with relative normalization of the luminosity distance estimates. We display the CMB determination of the angular position
of the acoustic peak as a measurement of transverse BAO, and we split the redshift scale to include this data point. In each case, the
residuals are computed relative to the best-fit ⇤CDM model from CMB alone. The curves represent the di↵erence between the ⇤CDM
model and single-parameter extensions allowed by the CMB data. The o⇤CDM model favored by Planck (⌦k = �0.044) is presented in
dashed red lines, the wCDM model favored by Planck (w = �1.585) is presented in dot-dashed green lines, and a ⇤CDM model with
non-zero neutrino mass is presented in solid blue lines. The model with massive neutrinos assumes a summed mass equal to 0.268 eV,
corresponding to the Planck 95% upper limit.
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Fig. 3.— Cosmological constraints under the assumption of a model with a w = �1 cosmological constant with free curvature (o⇤CDM,
as in Table 4). Left: 68% and 95% constraints on ⌦m–⌦⇤ from the Planck CMB temperature and polarization data (gray), Pantheon
SNe Ia sample (red), and SDSS BAO-only measurements (blue). The dashed line represents a model with zero curvature. Right: The
⌦m–⌦k constraints for the combination of CMB (gray), CMB + SN (red), and CMB + BAO (blue).
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Fig. 5.— Left: H0 versus ⌦m from the inverse distance ladder (CMB+BAO+SN) under two di↵erent cosmological models. Right: H0
versus ⌦m from the combination of BAO and BBN, in a ⇤CDM model (blue). The red (gray) contours show the results when using only
BAO measurements below (above) z = 1. The horizontal shaded area shows the (68%, 95%) measurement of H0 from the distance ladder
technique (SH0ES, Riess et al. 2019).

TABLE 5
Hubble parameter constraints.

Dataset Cosmological model H0 (km s�1Mpc�1) Comments
CMB T&P+BAO+SN ow0waCDM 67.87± 0.86 Inverse distance ladder
BBN+BAO ⇤CDM 67.35± 0.97 No CMB anisotropies
CMB T&P ⇤CDM 67.28± 0.61 Planck 2018 (a)
CMB T&P o⇤CDM 54.5+3.3

�3.9 Planck 2018 (a)
Lensing time delays ⇤CDM 73.3± 1.8 H0LiCOW (b)
Distance ladder - 74.0± 1.4 SH0ES (c)
GW sirens - 70± 10 LIGO (d)
TRGB - 69.6± 1.9 LMC anchor (e)
TFR - 76.2± 4.3 Cosmicflows (f)

Note. — The top section shows constraints derived in this paper, while the bottom section shows a compilation of results
from the literature: (a) CMB anisotropies measured by the Planck satellite (Planck Collaboration et al. 2018b); (b) time delays
from six gravitationally lensed quasars from H0LiCOW (Wong et al. 2020); (c) distance ladder with Cepheids and SNe Ia from
the SH0ES collaboration (Riess et al. 2019); (d) gravitational wave detection of a neutron star binary merger by LIGO (Abbott
et al. 2017a); (e) tip of the red giant branch (TRGB) calibrated with the LMC distance (Freedman et al. 2020); (f) Tully-Fisher
relation (TFR) from the Cosmicflows database of galaxy distances (Tully et al. 2016).

olate the constraints to redshift zero. One example of this
indirect measurement is that obtained using time delays
in strongly-lensed quasars (e.g., Birrer et al. 2019). Other
indirect measurements of H0 use CMB data under strong
assumptions about the model governing the expansion
history from the last scattering surface to today. The
CMB estimates typically give considerably lower values
of the Hubble constant. The final Planck data release, for
example, finds H0 = 67.36 ± 0.54 km s�1Mpc�1 (Planck
Collaboration et al. 2018b) when assuming the ⇤CDM
model.

Explanations for the tension between direct measure-
ments and CMB estimates range from underestimated
systematic errors or modeling of the primordial power
spectrum (e.g., Davis et al. 2019; Dhawan et al. 2020;
Anderson 2019; Hazra et al. 2019), to models for dark
energy (e.g., Li & Shafieloo 2019; Alestas et al. 2020; Di
Valentino et al. 2020), to unmodeled pre-recombination
physics that lead to a decreased sound horizon scale (e.g.,
Poulin et al. 2019; Chiang & Slosar 2018; Beradze & Gog-
berashvili 2020; Vagnozzi 2019; Lin et al. 2019; Arendse
et al. 2019). See Knox & Millea (2020) for a review of
possible solutions to the tension.

We provide here two alternative analyses to show how

BAO measurements allow estimates of H0 that are ro-
bust against the strict assumptions of the CMB-only
estimates. First, we combine Planck temperature and
polarization, SN, and BAO data and allow a very flexi-
ble expansion history to demonstrate that the tension in
H0 estimates is not due to the assumptions of a ⇤CDM
model. Second, we present a measurement of H0 that
uses BAO and a BBN prior that is independent of CMB
anisotropies to demonstrate that the tension is not due
to systematic errors in the CMB data. We finish this sec-
tion presenting the combination of the BAO data with
the local distance ladder measurement, and we discuss
the low value of rd inferred from this analysis.

4.2.1. H0 and the inverse distance ladder

In this subsection we present a cosmological measure-
ment of H0 without an assumption of a flat ⇤CDM
model. This approach is often referred as the inverse

distance ladder, as it relies on a calibrated distance mea-
sure at high redshift that is then extrapolated to z = 0.
Schematically, we use information from the CMB to cal-
ibrate the BAO distances. Those in turn are used to
calibrate the absolute luminosity of SNe Ia.

Since the BAO feature follows DH(z)/rd = c/H(z)/rd
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FIG. 2. Comparison of ⌫⇤CDM constraints on ⌦m and �8 de-
rived from 4⇥2pt+N (blue) and other cluster cosmology anal-
yses in the literature: DES-Y1 joint analysis of cluster abun-
dances and weak lensing mass estimates from [14] (green); a
joint analysis of DES cluster abundances and SPT-SZ multi-
wavelength data from [33] (black); the Weighing the Giants
study from [11] (purple); the SPT-2500 analysis from [12]
(pink). Contours show 68% and 95% confidence levels.

Cluster cosmology — We first compare our cosmolog-
ical constraints (4⇥2pt+N) with cluster analyses in the
literature. The result is shown in Fig. 2. According to the
QDM tension metric [34], the 4⇥2pt+N constraints agree
with most of the cluster cosmology analyses within 0.6�,
except for the constraints from a joint analysis of clus-
ter abundances and weak lensing mass estimates in the
DES-Y1 data [14] (hereafter called DES20). The DES20
analysis is in 2.9� tension with our 4⇥2pt+N analysis
despite the fact that the two analyses share the same
galaxy cluster and weak gravitational lensing shear cata-
logs. The main di↵erence between 4⇥2pt+N and DES20
is that 4⇥2pt+N only uses large-scale information while
the DES20 signal-to-noise is dominated by small-scale
cluster lensing. We note that a similar tension has been
found when comparing DES20 with a joint analysis of the
DES cluster abundances and SPT-SZ multi-wavelength
data [33] (hereafter called C20). In C20, the cluster
mass–observable scaling relation is calibrated by cross-
matching the redMaPPer and SPT-SZ catalog (mean
� = 78) and using the high-quality X-ray and weak lens-
ing follow-up data available for 121 SPT-SZ clusters to
constrain the scaling relation [35–40]. Comparison be-
tween DES20, C20, and 4⇥2pt+N suggests that the ten-
sion between the DES20 analysis and other cluster cos-
mology analyses is likely due to unmodeled systematic
artifacts in the weak lensing data of the redMaPPer clus-
ters at small scales, as it is precisely this component of
the data that we ignore. This is consistent with the in-
terpretation advanced by DES20. The low lensing signal

FIG. 3. ⌫⇤CDM constraints on ⌦m and �8 from 3⇥2pt
(black), 4⇥2pt+N (blue), and their combination (red). For
comparison, the green contours show constraints from the
CMB at high redshift (Planck without lensing). Contours
show 68% and 95% confidence levels.

observed for redMaPPer clusters may be related to the
lensing-is-low problem for massive galaxies in the SDSS
[41]: the prediction of the best-fit model from galaxy clus-
tering is larger than the measured galaxy–galaxy lensing
signal. Should these two lensing anomalies be related,
it is interesting to note that this anomaly seems to dis-
appear at the high mass end of the mass function. The
correct resolution to this lensing anomaly at small scales
remains to be seen.

Systematics of redMaPPer clusters — Photometrically
selected galaxy clusters are subject to two important
systematics: projection e↵ects [14, 45, 46] and orienta-
tion biases [14, 47]. These two systematics bias the ob-
served galaxy and matter overdensities of the selected
galaxy clusters relative to randomly selected halos of
the same mass. On large scales these two e↵ects man-
ifest as an additional bias factor (bsel) in the ampli-
tude of the correlation functions, which can be su�-
ciently described by a power law in mass: bsel(M) =
bs0(M/5⇥1014h�1M�)bs1 [16]. From the 6⇥2pt+N anal-
ysis, we obtain bs0 = 1.15+0.11

�0.09 and bs1 = �0.029+0.056
�0.062.

Comparing this constraint with predictions from simula-
tions and theory might shed light on important systemat-
ics of photometrically selected galaxy clusters. We leave
these interesting comparisons to future studies.

Comparison of di↵erent cosmological probes in the

Dark Energy Survey — Fig. 3 shows a comparison be-
tween 3⇥2pt and 4⇥2pt+N. Here, before the analysis was
unblinded, the tension metric was set to QUDM [34, 48],
which compares the parameters from 3⇥2pt and from
its combination with 4⇥2pt+N. According to QUDM, the
tension between 3⇥2pt and 4⇥2pt+N is 0.024�, indicat-

DES (Galaxy, WL, Clusters)     
 https://arxiv.org/pdf/2010.01138.pdf
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Fig. 11.— Left: The ⌦m–�8 constraints for a ⇤CDM model. A BBN-inspired prior on !b and a prior of ns = 0.96 ± 0.02 was assumed
for the SDSS and DES contours. Right: H0 versus ⌦m under a ⇤CDM model. In both panels, the 68% and 95% confidence intervals for
the BAO+RSD data are shown in blue, the DES 3⇥2pt data in red, and the Planck CMB and lensing data in gray. The faint, vertical
purple bands represent the Pantheon constraints of ⌦m = 0.298±0.022 (Scolnic et al. 2018). In the right panel, the faint, brown horizontal
bands represent the Cepheid/SNe Ia measurements from Riess et al. (2019), H0 = 74.03 ± 1.42 km s�1Mpc�1.

form slightly better than do the Planck+SDSS data in
the w0–wa plane, but the net precision on both w0 and
wa increases by roughly a factor of two when combin-
ing all measurements. This statistical increase in con-
straining power is much larger than one would expect
due to the contribution of the Planck+BAO data to
provide tight constraints on curvature. Most impor-
tantly, the combination of all cosmological probes reveals
again a preference for the ⇤CDM model. From the one-
dimensional marginalized distributions, w0 = �1 is at
1.1 standard deviations, wa = 0 at 1.3 standard devi-
ations, and ⌦k = 0 almost within the 68% confidence
interval.

In a related CPL parameterization for dark energy,
we can define a pivot scale factor ap, or equivalently
a pivot redshift zp. Instead of evaluating the equation
of state at z = 0, as is done throughout this paper,
we can represent the time-evolving equation of state as
w(a) = wp + wa(ap � a). Note that change of the pivot
redshift does not change the model physically, because
the same linear relation can be described by the value and
slope at any one point. However, by choosing the pivot
scale appropriate to the redshifts covered by the data,
constraints on wp and wa can be made to be nearly uncor-
related. In doing so, we find constraints in the w0waCDM
model wp = �1.018 ± 0.028 and wa = �0.31+0.28

�0.24
when

using a pivot redshift zp = 0.34. The result demonstrates
that we can constrain the dark energy equation of state to
3% precision at an earlier epoch in cosmic history. This
precision is only degraded by a factor of 1.04 relative to
the constraint on w in an wCDM model, indicating that
the overall e↵ect of adding the additional parameter for
a time-varying equation of state is minimal.

The results from joint fits can be used to compute a
total Dark Energy Figure of Merit (FoM; Albrecht et al.
2006) for various sample combinations in a model with
time-varying equation of state. Computed as the inverse
product of wp and wa, the FoM associated with the full
SDSS and Planck data is 38.4 in the w0waCDM model.
The FoM increases by a factor of 3.5 when adding the
Pantheon SNe Ia and the DES 3⇥2pt data. Demonstrat-
ing the complementarity of the BAO and SNe Ia data in

constraining curvature and the dark energy equation of
state, the Dark Energy FoM for all datasets only de-
creases from 134 in the w0waCDM model to 92 in the
ow0waCDM model.

6.3. Neutrino Mass

The existence of neutrino oscillations has been con-
firmed by numerous terrestrial experiments (Abe et al.
2014, 2012; Ahn et al. 2012; An et al. 2012; Adamson
et al. 2008; Araki et al. 2005; Ahmad et al. 2002; Fukuda
et al. 1998). These experiments measure the di↵erence
between the squares of neutrino mass eigenstates, lead-
ing to two sets of possible solutions for individual masses,
which are referred to as the normal and inverted hierar-
chies. Both of these two solutions lead to degenerate
neutrino masses if

P
m⌫ & 0.15 eV, but lead to di↵erent

predictions at lower masses. For the normal hierarchy,
the minimum neutrino mass is given by two essentially
massless neutrinos and one massive neutrino. For the in-
verted hierarchy, the minimum mass is composed of one
massless and two degenerate neutrinos. The constraints
for these two scenarios are (Esteban et al. 2019; Choud-
hury & Hannestad 2019)

X
m⌫ > 0.0588 eV normal hierarchy, (24)

X
m⌫ > 0.0995 eV inverted hierarchy. (25)

Throughout this paper we assume the neutrino masses
to be at the minimum mass

P
m⌫ = 0.06 eV with one

massive and two massless neutrinos. When allowing a
free parameter to describe the neutrino mass, we con-
tinue to assume two massless and one massive neutrinos,
which is a good approximation for the masses of interest
(Lesgourgues & Pastor 2006; Fogli et al. 2012).

Resolving the hierarchy problem remains a key goal of
ground-based neutrino experiments (e.g., Li et al. 2013;
Akhmedov et al. 2013; Abe et al. 2015). Likewise, the
goal of constraining the absolute mass of neutrinos has
motivated a series of terrestrial experiments. The tight-
est constraints of direct measurements arise from the Ka-
trin experiment (Aker et al. 2019), resulting in a 90%
upper limit on the e↵ective electron neutrino mass of
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and DM (z)/rd, rather than H(z) directly, this mea-
surement relies on a calibration of the sound horizon
(rd) at the drag epoch to extract the Hubble parame-
ter. Under the implicit assumption of a smooth expan-
sion history, standard pre-recombination physics, and a
well-measured mean temperature of the CMB, rd only
depends on the cold dark matter density (⌦ch

2) and
the baryon density (⌦bh

2). Thus, rd can be calibrated
through constraints on ⌦ch

2 and ⌦bh
2 arising from the

full CMB temperature and polarization likelihoods, ef-
fectively fixing rd to its CMB preferred value.

The extrapolation of H(z) measurements from BAO
to z = 0 can be done using a very flexible cosmology
because both BAO and SNe Ia relative distance mea-
surements constrain the evolving expansion rate. The
inclusion of BAO makes the technique robust to the as-
sumed properties of dark energy as was demonstrated in
earlier BOSS analyses (Aubourg et al. 2015).

We choose an ow0waCDM model to allow for a flexi-
ble expansion history of the Universe. Note that CMB
alone can not constrain this model; as shown in Table 5,
the uncertainties on H0 from CMB constraints already
increase by a factor of about six when we consider only
one parameter extensions, such as models with curvature.
The combination of CMB, BAO and SN data, however,
is able to provide a very precise measurement of H0 even
in this flexible model. Our results, presented in Table 5
and in the left panel of Figure 5, have an uncertainty
better than 1 km s�1Mpc�1 and are consistent with the
low value of H0 measured by the CMB under the strict
assumption of ⇤CDM.

4.2.2. H0 independent of CMB anisotropies

In the previous subsection, we showed that the value of
H0 measured by the combination of CMB, BAO and SN
data is robust under di↵erent models for curvature and
dark energy equation of state. In this section we return
to the ⇤CDM model, and present a measurement of H0

that is independent of CMB anisotropies.
The combination of BAO measurements at di↵erent

redshifts can provide a precise measurement of the di-
mensionless quantity rdH0/c. To translate constraints
on this dimensionless quantity to a measurement of H0,
we use information on !b by including BBN constraints;
!c and H0 are also left free as they can be determined
in the fitting by the BAO data13. We use the results
of recent high resolution spectroscopic measurements of
seven quasar absorption systems that indicate a primor-
dial deuterium abundance D/H = (2.527± 0.030)⇥ 10�5

(Cooke et al. 2018). Using the empirically-derived reac-
tion cross-section (Adelberger et al. 2011), the deuterium
abundances imply !b = 0.02235 ± 0.00037 under an as-
sumption that Ne↵ = 3.046. The 68% confidence interval
reflects the combined deuterium abundance and reaction
rate uncertainties.

As can be seen in the right panel of Figure 5, we ob-
tain a tight constraint on H0 only when we combine BAO
measurements from a wide redshift range. In particular,
the line-of-sight BAO measurements above z = 1 (from
quasars and the Ly↵ forest) provide measurements of the

13 To estimate the radiation density we also use the absolute
CMB temperature measured by FIRAS, T0 = 2.7255 K (Fixsen
2009).
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Fig. 6.— Cosmological constraints on H0 and rd under the as-
sumption of the ⇤CDM model using BAO data (blue) in combi-
nation with H0 distance ladder measurements (purple) and BBN
data (dark blue) in contrast to CMB measurements (grey). The
shaded band refers to the H0 distance ladder measurement.

expansion in the matter-dominated area, and their con-
tours have di↵erent degeneracies in the (⌦m, H0) plane.

As shown in Table 5, the precision on H0 when
combining BAO measurements with a BBN prior is
0.97 km s�1Mpc�1. This result is consistent with the
findings of Addison et al. (2018) and Cuceu et al. (2019),
who used BAO data from SDSS DR12 and DR14, respec-
tively. The central value remains relatively unchanged
from the results using CMB, BAO and SN data in the
ow0waCDM model, providing further evidence that the
tension is not due to peculiarities in the CMB anisotropy
data.

4.2.3. Sound horizon at drag epoch from low redshifts

As shown above, the BAO data in combination with
information on the baryon density from the early Uni-
verse can be used to extrapolate late universe expansion
history to constrain the Hubble constant. The BAO data
can also be used to constrain the sound horizon at the
drag epoch when combined with local H0 measurements
(e.g., Cuesta et al. 2015).

Figure 6 shows the 2D-contours of H0 and rd for BAO
data in combination with di↵erent datasets under the
assumption of a ⇤CDM model. The BAO data alone
are completely degenerate in the H0–rd plane, however
this degeneracy can be broken by either local H0 mea-
surements, by BBN, or by CMB data. The local H0

measurements are clearly in tension with early Universe
measurements of the sound horizon. BAO and BBN data
prefer a value rd = 149.3 ± 2.8 Mpc, in good agreement
with the value rd = 147.06 ± 0.29 Mpc preferred by the
CMB temperature and polarization data alone. These
estimates are much larger than the BAO and distance
ladder constraint of rd = 135.9 ± 3.2 Mpc. These con-
straints on rd can also be translated into limits on the
baryon density, yielding !b = 0.0310 ± 0.0024 for BAO
and distance ladder data. In comparison, the CMB best
fit of !b = 0.02236 ± 0.00015 or the BBN best-fit of
!b = 0.02235 ± 0.00037 are much lower.

Finally, dropping the assumption of a ⇤CDM model
and including SN in our analysis of the distance ladder,
we find rd = 135.1±3.1 Mpc and !b = 0.0377+0.0052

�0.0089
in a

Hubble 
parameter H0
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observations	near	SN	light	curve	peak

 « 4D » object mapping (stars, galaxies...) 
of 18,000 sq. deg. to an uniform depth 
 - (α,δ) positions on the sky 
 - Photometric redshifts z 
 - Time variations 

-> SN, lensing, AGN…

Other	survey	modes	
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The Science Enabled by LSST

❖ Time domain science 
✦ Nova, supernova, GRBs 
✦ Source characterization
✦ Gravitational microlensing 
✦ Interstellar scintillation 

❖ Finding moving sources
✦ Asteroids and comets
✦ Proper motions of stars

❖ Mapping the Milky Way
✦ Tidal streams
✦ Galactic structure

❖ Dark energy and dark matter
✦ Gravitational lensing (strong/weak)
✦ LSS x WL 
✦  Clusters 
✦  SN 
✦…
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A. Gorecki et al.: Photometric redshift reconstruction techniques and methods to reject catastrophic outliers.
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Fig. 1. SED templates are linearly interpolated from the origi-
nal six templates from Coleman et al. (1980) and Kinney et al.
(1996). The original templates are drawn in red.

2.2. Simulation of galaxy catalogs

The simulation method we employ is to draw basic galaxy at-
tributes: we consider redshift, luminosity, and type from ob-
served distributions, assign each galaxy a SED and a reddening
based on those attributes, and then calculate the observed mag-
nitudes expected for the survey in question. For similar e↵orts,
see the following work: Dahlen et al. (2008) for a SNAP2-like
mission, Jouvel et al. (2009) for JDEM3/Euclid-like missions,
Benı́tez et al. (2009) for the PAU4 survey.

2.2.1. Simulating galaxy distributions

To simulate the galaxy catalog, we first compute the total num-
ber of galaxies N within our survey volume between absolute
magnitudes M1 and M2. Then we assign redshifts and galaxy
types for each of these N galaxies.

If � is the sum of luminosity functions over the early, late
and starburst galaxy types (see Sect. 2.2.3 for more details), then
the number of galaxies Ng is given by

Ng =
c

H0

Z 6

0

Z M2

M1

�(M, z)(1 + z)2dA(z)2E(z)�1⌦dzdM , (1)

where M is the absolute magnitude in some band, dA(z) is the an-
gular diameter distance, the function E(z) =

p
⌦m(1 + z)3 +⌦⇤,

and ⌦ (no subscript) is the solid angle of the simulated survey.
The redshift range is chosen so as not to miss objects that may
be observable by the survey. We chose to use luminosity func-
tions observed from the GOODS survey in the B-band. The exact
choice of M1 and M2 is not critical, since: (i) At the bright limit,
the luminosity function goes quickly to zero; therefore the inte-
gral does not depend on M1 as long as it is less than �24. (ii) As
long as M2 is chosen to be fainter than the maximum absolute
magnitude observable by the survey, then all galaxies that are
possible to observe are included in the integral. We calculated
this to be M2 = �13. The redshift zs of each simulated galaxy is

2 Supernova/Acceleration Probe mission
3 Joint Dark Energy Mission
4 Physics of the Accelerating Universe

drawn from the cumulative density function:

Cz(zs) =

Z zs

0

Z M2

M1

�(M, z0)dV(z0)dM

Z 6

0

Z M2

M1

�(M, z)dV(z)dM
, (2)

where dV is the comoving volume element. Once the redshift of
the galaxy, denoted by zs, is assigned, the absolute magnitude M
is drawn from the following cumulative density function

CM(M, zs) =

R M
M1
�(M0, zs)dM0

R M2

M1
�(M0, zs)dM0

. (3)

Finally, a broad galaxy type is assigned from the observed
distribution of each type at redshift zs and absolute magnitude
M. This distribution is constructed from the type-dependent lu-
minosity functions. Therefore, each galaxy is designated a broad
type value of either early, late or starburst. An SED from the
library is then selected for each galaxy, according to the simula-
tion procedure described in Sect. 2.2.4.

2.2.2. Simulating the photometric data

The simulated apparent magnitude mX,s
[5] in any LSST band X

with transmission X(�) for a galaxy of SED type Ts
[6], redshift

zs, color excess E(B � V)s, and absolute magnitude MY,s is gen-
erated as follows:

mX,s = MY,s + µ(zs) + KXY (zs,Ts, E(B � V)s) , (4)

where µ(zs) is the distance modulus and KXY (zs,Ts, E(B�V)s) is
the K-correction, defined as described in Hogg et al. (2002) for
spectral type Ts, with flux observed in observation-frame band X
and MY,s in rest-frame band Y . Then, the magnitude is converted
into the corresponding simulated flux FX,s value. The simulated
observed flux FX,obs is drawn from a Gaussian with a mean FX,s
and standard deviation �(FX,s). This is correct as long as the flux
is large enough to be well distributed with a Gaussian distribu-
tion. The uncertainty �X

�
mX,s
�

on true magnitude in band X is
given by Eq. 7 in Sect. 2.2.7.

Note that the apparent magnitude uncertainty �X
�
mX,s
�

de-
pends on the number of visits NX,vis. We have performed the sim-
ulation for two sets of values of NX,vis that correspond to one and
ten years of observations with the LSST, according to the NX,vis
given in Table 1.

Throughout the paper, the quantity zs refers to the simulated
or true value of the redshift. Here we also assume that a spectro-
scopic redshift obtained for one of the simulated galaxies has a
value equal to zs. Therefore, the value zs can be also considered
to be the galaxy’s spectroscopic redshift with negligible error.

2.2.3. Luminosity function

The luminosity function probabilistically describes the expected
number of galaxies per unit volume and per absolute magnitude.
If the luminosity functions are redshift- and type-dependent,
then they give the relative amount of galaxies for each galaxy
type at a given redshift.

5 Subscript s stands for the simulated value.
6 Here, type Ts refers to the actual SED of the galaxy and not the

broad type value, e.g early, late or starburst.
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this to the regularity of the simulation: the galaxies were drawn
from a finite number of template SEDs, therefore as soon as the
sample represents all the galaxy types in the simulation, adding
more galaxies does not help in populating the parameter space
any longer.

A scatter plot of photo-z versus spectroscopic redshift is
shown on the top panel of Fig. 24. The black points show the
results from the template-fitting method, where no cut on LR
was applied, and the red points show the results from the neural
network described above. The plot compares the photo-z perfor-
mance of the neural network method and the template method
on the simulated LSST data.

In the bottom panel of Fig. 24 the correlation between
zp � zMLP and zp � zs is shown. Here the correlation between
both estimators is less useful for identifying outliers than it was
for CFHTLS. This is presumably due to both the simulation and
the fit being performed with the same set of galaxy template
SEDs. This should significantly reduce the fraction of outliers
compared to a case where the templates used to estimate zp do
not correctly represent the real galaxies. For example, removing
some of the templates from the zp fit reduces the photo-z quality,
as demonstrated in Benitez (2000). Therefore the existence of a
strong correlation between zp�zMLP and zp�zs may be useful in
diagnosing and mitigating problems with the SED template set.

It is di�cult to obtain a spectroscopic sample of galaxies
that is truly representative of the photometric sample, in terms
of redshifts and galaxy types (Cunha et al. 2012). For example,
in the case of the LSST, the survey will be so deep that spec-
troscopic redshifts will be very hard to measure for the majority
of faint galaxies or those within the “redshift desert”. Here, we
briefly investigate the e↵ect of having the spectroscopic redshift
distribution of the training sample biased with respect to the full
photometric sample.

The fact that the distribution of redshifts in the spectroscopic
sample is di↵erent from the underlying distribution is often (con-
fusingly) termed “redshift bias”. The consequence of this bias
can be seen by modifying the e�ciency of detection as a func-
tion of the redshift. The e�ciency function is chosen to be

✏(z) = 1 � 1/
⇣
1 + e�(

z�1.2
0.1 )⌘ (7)

and it is plotted in Fig. 25 (inset). This e�ciency function is then
used to bias the training sample and the test sample, in order
to compute new network weight coe�cients. The photometric
redshifts for another unbiased sample is then computed using
these weights.

The scatter plot of zMLP � zs as a function of zs is shown
in Fig. 25. We find that the photometric redshifts are quite well
estimated as long as ✏ � 0.2. This figure shows qualitatively that
a bias in the training sample has a major impact on the photo-z
reconstruction performance by the neural network, at least with
the training method used here.

8. Discussion and future work

In regard to simulations undertaken here, there are a number of
simplifications that will be reconsidered in future work. We dis-
cuss briefly some of these here.

– Point source photometric errors: We have assumed photo-
metric errors based on estimates valid for point sources, and
since galaxies are extended sources we expect the errors to
be larger in practice. We made an independent estimate of
the photometric errors expected for the LSST, including the
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sz-0.5 0 0.5 1 1.5 2 2.5 3

s
 - 

z
M

L
P

z

-10

-8

-6

-4

-2

0

2

4

sz0 0.5 1 1.5 2 2.5 3

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1

Fig. 25. zMLP�zs as a function zs for the ten years of observations
of the LSST. The curve in the inset shows the e�ciency function
✏ as a function of the redshift, as it is used on the training sample
to force a bias in the redshift selection.

error degradation due to extended sources. We found that for
the median expected seeing, the photometric error scales as
�F/F = ✓/0.7 where �F is the error on the flux F, and ✓ is
the size of the galaxy in arcseconds. The next round of sim-
ulations will therefore include a prescription for simulating
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Table 3 summarises the main characteristics of these three
grid sets. After projection of the galaxy catalog into the grids,
each cell will contain the number of galaxies with a position
falling in it, weighted by the inverse of the selection function
corresponding to the considered error model at the appropriate
redshift.

Figure 8 shows the galaxy density contours of two slices
through the center of the z = 0.9 central grid. The (x, y) slice cor-
responds to the transverse plane and the (z, y) slice contains the
line-of-sight Oz axis. While density contours are isotropic and
small structures are well contrasted with spectro-z (left panels),
features appear along the radial (redshift) direction and small
structures have faded out with photo-z (here bdt 80%, right pan-
els).

Fig. 8. Galaxy density contours in slices of the grid centred at
z = 0.9. Top: the transverse plane (y, x); bottom: the radial plane
(y, z). Left : with spectro-z, right : with bdt 80% photo-z. Slices
are 8 comoving Mpc thick (1 cell) and go through the grid center.

4.2. Power spectra and noise estimation

We have computed power spectra Pobs(k) for each of the five red-
shift error models: spectroscopic redshifts (no-error), redshifts
with gaussian error �z = 0.03(1 + z) and photo-z reconstruction
without or with 90% or 80% BDT cut.

We also compute the shot-noise contribution by simulation.
A separate set of grids is filled by Poisson noise using the mean
galaxy density at the redshift of each cell. Further steps - appli-
cation of the error model on the redshift or selection function
correction for instance - are then applied as for grids filled by
galaxies. The power spectra of the shot-noise grids PSN are flat
and the shot-noise contribution is properly approximated by a
constant, as expected, which is determined with a small statisti-
cal uncertainty.

The shot-noise subtracted power spectrum is defined by
PD(k) = hPobs(k)i3D�grids � PSN, where the subscript D stands
for damped. Indeed, the recovered power spectrum is damped
due to redshift errors, compared to the underlying galaxy distri-
bution power spectrum.

Theoretical (input) and recovered power spectra from simu-
lated galaxy catalogs, at the three redshifts and for the five red-
shift error models, are shown in figure 9.

Fig. 9. Recovered power spectra PD(k) computed from the
5 grids centred at each redshift bin, after subtraction of the shot-
noise contribution. Black lines correspond to the theoretical (in-
put) power spectra while other colours refer to the five redshift
error models. The line thickness identifies the grids central red-
shift, with the thickness increasing with the redshift.

One can see the global decrease in amplitude at all scales
when the redshift increases, by comparing for instance the theo-
retical shapes (black lines). It is related to the increasing growth
factor with cosmic time. The power spectra recovered from cat-
alogs with spectro-z for the three redshift ranges (cyan curves)
follow the theoretical shapes at low k, but a moderate damping
can be seen, starting around k = 0.1, which is mainly due to the
sampling with 83 Mpc3 cells.

The damping of the power spectrum produced by the pho-
tometric redshift smearing is clearly visible when errors on red-
shift are introduced. The damping factor reaches a factor ⇡10 at
the BAO scale, around 150 Mpc (k ⇡ 0.04).

The BDT cut reduces the photo-z dispersion, so reduces
the damping: the recovered power spectrum amplitude increases
with more stringent BDT requirement. Note that the di↵erences
are tiny between the green, pink and purple medium thickness
curves, as photo-z performance is already good around z = 0.9
without any BDT cut. The amplitude of the recovered spectra
from the grids centred at z = 0.5 and z = 1.3 are more sensitive
to the BDT cut.

The power spectra for the grids centred at z = 1.3 start to flat-
ten at high k because they are not far to be shot-noise dominated
with an average of only two galaxies per cell (see Tab. 3).

The statistical errors associated to the recovered power spec-
tra are given by:

�P(k) =
2⇡

k
p

V�k
⇥ [PD(k) + PSN] (1)

where V is the total volume of the grids in a given redshift range
and �k is the sampling width in wavenumber. We have checked
that the dispersion of the recovered power spectra from di↵er-
ent mock catalogs do follow the above relation, although with
limited number of catalogs, due to CPU and storage intensive
computations needed to generate and analyse the catalogs.
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grid cells cells width, volume Ngal with < Ngal > Ngal with < Ngal > Ngalwith < Ngal >
central mean redshift thickness [Gpc3] spectroZ spectroZ bdt 90% bdt 90% bdt 80% bdt 80%
redshift redshift range [ncell] 1! 5 grids [106] [cell�1] [106] [cell�1] [106] [cell�1]

0.5 0.51 0.36-0.68 120, 125 0.9! 4.6 26.2 14.5 24.1 13.4 21.3 11.8
0.9 0.93 0.72-1.19 225, 125 3.2! 16.2 52.3 8.7 51.1 8.1 48.4 7.6
1.3 1.36 1.08-1.73 300, 125 5.7! 28.8 26.9 2.4 25.9 2.2 22.2 2.0

Table 3. Geometrical description of the grids used for the power spectrum computation and mean number of galaxies falling in one
of the five grids in each set, with and without BDT cut. Grids are composed of w ⇥ w ⇥ t cells of 83 Mpc3, with w and t the width
and thickness values given in the table.

Fig. 10. Fractional statistical error �P/P(k) of the recovered
power spectra PD in percent. Colors identify the di↵erent red-
shift error models, while the grid redshifts are distinguished by
di↵erent line thicknesses. The light gray area shows the wave
number corresponding to the BAO scale.

The fractional statistical uncertainty on the recovered power
spectrum �P/P(k) is plotted in Fig. 10. It depends naturally on
the wavenumber k, but also on the redshift interval and on the
redshift error model. One can distinguish two regimes on these
curves:

– The fractional power spectrum error �P/P(k) is dominated
by the cosmic variance at low wavenumber (k < 0.015),
for all of the five error models and all redshift intervals.
It remains true with spectroscopic redshifts up to, at least,
k ⇡ 0.15. The cosmic variance contribution is larger for low
redshift as the grids are smaller and it evolves as 1/k.

– At medium or high wave-numbers, the fractional statistical
error �P/P(k) is dominated by the shot-noise contribution.
The lower limit in wave number for this regime depends on
the redshift range.
The shot-noise contribution is significantly lower when
spectro-z are used. Indeed the shot-noise levels, which de-
pend on the mean galaxy density, are very similar for the
spectroscopic, Gaussian and photometric cases. However,
their relative value with respect to the power spectrum PD(k)
increase significantly as PD(k) are damped due to radial
smearing (Gaussian or photo-z error models).
Note that even with spectro-z, for the 3D-grids centred at
z = 1.3, the relative error contribution flattens at k ⇡ 0.2, as
the shot-noise starts to overwhelm the LSS power spectrum.

In summary, we can expect a more accurate BAO scale deter-
mination from the grids centred at z = 0.9, compared to the grids
centred at z = 0.5 and z = 1.3. The precision on the recovered
power spectrum is limited by the cosmic variance at low red-

shift (z = 0.5) and by the shot-noise at high redshift (z = 1.3).
Note that non-linearities will also soften the oscillations above
k ⇡ 0.1 Mpc�1.

4.3. Extraction of the BAO scale

The baryon acoustic oscillations are subdominant with respect
to the global matter power spectrum shape, as they are hard to
see even on theoretical curves (black lines on Fig. 9). Thereby,
the power spectrum, damped by any feature a↵ecting the data or
the computation method, follows a global shape with the small
superimposed oscillations.

We do not want to assume any shape of the damping in-
duced by the smearing produced by photo-z errors. So we can-
not use an analytical model as it is done for Gaussian error
model Glazebrook & Blake (2005). The appendix contains the
description of the procedure that we have developed to estimate
the smooth, wiggle-less, power spectrum from the observed one.
The oscillating component in the spectrum is extracted, through
the fitting of a damped sinusoid, similar to the Wiggle only
method Glazebrook & Blake (2005) where the amplitude, the
damping scale and the oscillation scale are left as free parame-
ters.

As mentioned in Sect. 2, we have used a simple model in
this simulation, ignoring non-linear e↵ects or bias on the LSS
power spectrum and mock galaxy catalog generation. Indeed,
non-linear clustering a↵ects the power spectrum, leading in par-
ticular to a damping of the BAOs features at small scales Crocce
& Scoccimarro (2008), Rasera et al. (2014), Obuljen et al. (2017)
or Seo & Eisenstein (2007). In order to limit over-estimating
LSST capability to recover the BAO scale, we have restricted the
k-range used to extract the oscillating component in the power
spectrum and to determine the BAO scale sa . We have used two
k-ranges, a very conservative one where only k  0.1 h/Mpc�1

(i.e. k  0.07 Mpc�1) have been kept, and a second one, us-
ing wave modes up to k  0.15 h/Mpc�1 (i.e. k  0.1/Mpc�1).
Indeed the impact of non linear clustering for low k-modes
(k  0.1 h/Mpc�1) can be safely neglected. However, as one
can see for instance from Rasera et al. (2014), the damping of
the BAO features due to non-linear clustering is limited up to
0.15 h/Mpc�1, specially at higher redshifts (z � 1), which is more
in focus in this work. The comparison of the reconstructed BAO
scale error from these two k-ranges gives an indication of the
amount of information in larger k-modes for di↵erent redshift
bins.

For illustration purpose, we show the oscillating component
of the LSS power spectrum in the Fourier space, as well as the
fitted damped sinusoid, for the redshift z = 0.9 on Fig. 11.

The estimated errors on sA are gathered in Fig. 12 for the
two tested k-ranges . In agreement with previous considerations,
results obtained for 3D-grids centred at z = 0.9 are more precise
than results obtained from 3D-grids centred at lower or higher
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Calcul de Il : 
§ No Limber approximation
§ Clenshaw-Curtis Quadrature
§ Fast Chebyshev polynomials multiplication 
§ Intensive use of DCT-I (FFTW)
§ C++/OpenMP https://gitlab.in2p3.fr/campagne/AngPow

« 3C-algo »

Selection function

Angular power spectrum in non-limber approx.
J.-E. Campagne, J. Neveu S. Plaszczynski, arXiv:1701.03592 A&A, 602, A72.

Included in CCL v1, then it has been decoupled 
for new CCL evolution which has been extended 
keeping Limber approach. Currently, there is a 
« challenge approach » as a non-limber code is 
needed.

AngPow (I)



AngPow (II) : Angular correlation function 

Closed form of the 2pts-correlation function

3

dens2 Dens-Kaiser Kaiser2

Addition theorem

J.-E. Campagne, S. Plaszczynski, J. Neveu arXiv:1703.02818 ApJ, 845, 28. 

Work has been recognized and 
extended by C. Bonvin et al.
arXiv:1708.00492 and 
Di Dio et al. arXiv:2004.08014



CNN & photoZ
Photometric redshift end-end ML (J.E)

Inception « Classifier » Zphoto

Zphoto

Zphoto

SDSS 1)  Inception Regressor: Better J

2) Other arch. : ResNet18 ok!  

regressor

classifier

Nbins

Ø A possible solutions is a 
adversarial training  but 
performances are a bit degraded. 

3) BUT Adversarial samples reflect weakness of the approach (new result in the field)

J.E. arXiv:2002.10154v1

Ø A completly new approach: Deep Scattering networks. JE works with S. Mallat et al. @ ENS.
A first breakthrough result will appear in ICLR21 using a Classifier that is as best as S-of-Art for ImageNet benchmark. 
J.E is working with such arch. on SDSS images: results are encouraging. With such arch. we master as much as possible 
the operators behavior, so it make a new perspective on stability of CNN networks beyond Photo-z use-case.



Holospec/Spectractor
❖ AuxTel with a simple spectrograph to monitor atmospheric 

transmission, as component of LSST photometric calibration 
process

❖ Spectractor (J. Neveu) : software tool to extract spectra from 
AuxTel images

❖ Holospec  (M. Moniez) : A hologram replacing the grating for a 
spectrograph in a convergent beam. To correct for distortions and 
defocusing of a standard grating in a non planar beam 

❖ First prototypes tested at CTIO in June 2017 , First generation for 
AuxTel mid-2018, second generation (Oct.2018) tested in lab 
(Nov. 2018) , on sky in Pic du Midi (Feb.2019) and in Tucson

❖ Third generation made in July 2019, checked at LPNHE Sep. 
2019. Final version in Dec. 2019 - glass coating at LMA.

❖ Measured and characterise at LPNHE in 2020. Send to Chili Dec 
2020. 



French LSST community Broker (I)
!41

● Les alertes et leur traitement dans LSST 
○ 1 TB alertes/nuit généré par LSST 
○ Seulement O(few) brokers recevront le flux 

● Un projet pour LSST & la communauté multi-messagers française 
○ Supernovae, microlentillage, détection d’anomalies + astronomie multi-messagers.  
○ Piloté par LSST-France, liens avec la communauté multi-messagers (10 laboratoires IN2P3, INSU, CEA, mais aussi 

GdR, TS2020). Partenariats en France: SVOM, XMM, GRANDMA. 
○ Intégration en cours avec les outils en place (CDS, réseaux de communication, ...). 
○ Avantage compétitif : les catalogues de données annuelles au CC. 

● R&D innovantes dans le big data: un atout CNRS/IN2P3 
○ Plusieurs R&D (IJCLab/IN2P3) menées depuis 3 ans autour des technologies big data (Apache Spark). 
○ Tests et validation du cloud comme plateforme de calcul: VirtualData (UPSaclay, IN2P3, IJCLab). 

■ Déploiement de Fink sous Kubernetes validé. 
○ Méthodes innovantes en Machine Learning (Active learning, réseaux bayésiens)

Image d’une supernova de type 
Ia classifiée par Fink dans les 
données ZTF (Novembre 2019).

Adapted from E. Gangler slides 
(EAP-IN2P3-2020)

J. Peloton @IJCLab



French LSST community Broker (II)
!42

● L’initiative LSST-France en quelques dates (2020) 
○ Février 2020: MoU avec ZTF pour l’accès aux 

données d’alertes en direct. 
■ 60 millions d’alertes collectées (Déc 2020) 

○ Juin 2020: CODEC IJCLab (extension CDD 
ingénieur) 

○ Septembre 2020: Soumission du white paper (35 
signataires, FR/EU) 

○ Octobre 2020: Organisation d’un workshop 
international sur les brokers, financé par LSSTC. 

○ Projet IN2P3 à l’intérieur du MP LSST (2021) 
● Travaux en cours & prochaines étapes 
○ Analyse données préliminaires LSST & ZTF-II 
○ Déploiement du système et des services au CC-

IN2P3. 
○ Soumission de la proposition finale à LSST DM (Q4 

2020).
Footprint of the ZTF alert stream by Fink  

(2019/2020)

Adapted from E. Gangler slides 
(EAP-IN2P3-2020)

J. Peloton @IJCLab



Rubin  
Observatory

Telescope and summit 
August 2020

https://gallery.lsst.org/bp/#/folder/8436342/


LSST  
camera

9th raft inserted 
 September 2019 

 SLAC 

https://gallery.lsst.org/bp/#/folder/4623904/96430125


21cm Intensity Mapping 
BAORadio : PAON4, Tianlai



21cm observations compared to optical
❖ 21 cm line is the only spectral feature in L/UHF bands (~GHz)          
➡ Spectro-photometric observations 

❖ Band: ~ 100 MHz … 1500 MHz  - ν = f(z) , z: 0 … 10
1420 MHz @ z=0 , 946 MHz @ z=0.5 , 720 @ z=1 , 284 @ z=5, 129 @ z=10

❖ Radio instruments are diffraction limited: 
700 MHz:  D=100 m → ~20’ ,  D=1km → ~2’ ,  D=100 km → ~1” ,  2’ → 1 Mpc @ z = 1

❖ Intensity measurement in radio, amplitude & phase in radio;                              
➡ Interferometry and spectroscopy in radio

❖ Instrumental/electronic noise (ROnoise <5 e) usually negligible in 
optical, dominant in radio (Tsys~20-100 K) 

❖ Light pollution, atmosphere in optical / EM pollution (RFI) and 
ionosphere (lower frequencies) in radio



LSS/BAO/RSD @21cm : 3D T21(α,δ,z)  maps

3D mapping of neutral hydrogen distribution through total 21 cm radio emission 
(no source detection)
Needs only a modest angular resolution  10-15 arcmin 
Needs a large instantaneous field of view (FOV) and bandwidth (BW)
Use of dense interferometric arrays (small size reflectors) to insure high sensitivity 
to low k and large instantaneous FOV   
Or a single dish with multi-beam focal plane receivers   
 Instrument noise ( Tsys ) 
 Foregrounds / radio sources and component separation 
 Calibration, instrument stability, RFI …

• Peterson, Bandura & Pen  (2006)
• Chang et al. (2008)  arXiv:0709.3672
• Ansari et al (2008) arXiv:0807.3614
• Wyithe, Loeb & Geil (2008) arXiv:0709.2955

• Peterson et al (2009) arXiv:0902.3091
• Ansari et al (2012)
• Shaw et al (2014, 2015) 
• de Santos et al-  Bull et al (2015)
• …
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• redshift ↔  Frequency
• angular direction mapping 
through imaging

 21 cm 3D Intensity Mapping 

Single Dish
• Map the sky through drift-scan or by active 
scanning 
• Compute power spectrum P(k) or C(l, z1,z2) 
from sky maps
• project into appropriate basis (modes) to 
subtract foregrounds and extract cosmological 
signal  

Transit Interferometers
• Map the sky through drift-scan 
• Reconstruct sky map from visibilities 
• m-mode decomposition in case of full EW scan
• visibilities correspond to transverse Fourier modes k⊥

P21(k) ⇠
�
T̄21

�2 ⇥ PLSS(k)

T̄21 ' 4.7mK
⌦HI

10�3

H0(1 + z)2

H(z)
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10 K 80 K Temp. T (Log-scale)

Signal HI : T21 < mK !

http://lambda.gsfc.nasa.gov/

Foregrounds 
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21 cm LSS + 
foregrounds

power law 
subtracted 

21 cm LSS signal

Wang et al. 2006 (EoR)
Ansari et al. (2012) - A&A

Shaw et al (2015) ApJ
+ many more !

• Exploit foregrounds smooth frequency 
dependence (power law ∝ ν^β) for Galactic 
synchrotron and radio sources  

• Instrumental effects (mode mixing), Polarisation 
leakage /Farady rotation  …

http://lambda.gsfc.nasa.gov/


IM@21cm @LAL/IJCLab (chronology) 

❖ 2006 : Jeff Peterson (@Moriond) proposed to build large cylindrical radio-telescope to carry BAO redshift 
survey using the 21cm line …

❖ 2007 : BAORadio project in France to carry R&D on electronics (digital) for CRT and large radio arrays 
(LAL-CNRS/IN2P3, Irfu-CEA, Observatoire de Paris collaboration) 

❖ 2007-2009 : development of some of components of the electronic system (digitisation/FFT board, clock 
distribution …) - Tests at Nançay on the NRT 

❖ 2009-2010 : Tests on the CRT prototype at Pittsburgh - Site testing in Morocco (with Fermilab) - Ifrane 
meeting in July 2009 …

❖  2011-2012 : FAN (Phased array prototype for the NRT), HICluster program with the NRT , contacts with 
NAOC 

❖ 2012-2014 : PAON project initiated . Tianlai project (NAOC) , contributions to the instrument design 

❖ 2015-2016 : PAON4 deployed at Nançay, development of the new NEBuLA digitiser board (White 
Rabbit, LAL & Obs. de Paris/Nançay) started - Developments later incorporated into the IDROGEN 
board, part of the DAQGEN project 

❖ 2017-2020 : Tianlai (data analysis), PAON4 data analysis , IDROGEN board development 

❖ 2021 : deployment of IDROGEN boards on PAON4 (slightly delayed due to Covid-19) 
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Nançay 2009, NRT
D. Charlet, C. Pailler, C. Yèche, C. Magneville



 53

CRT  (CMU, Pittsburgh)
J. Peterson, K. Bandura …

BAORadio @ CRT-Pittsburgh - 
Nov 2009

Optical digital outputs (2) Input analog channels (4)

USB port

Control FPGA (Cyclone)

ADC + Stratix bloc ADC + Stratix bloc

23

BAORadio ADC board- 2008



Site testing in Morocco - Jan 2009 
(Dave Mc. Ginnis, FNAL - blue jacket)

Site testing in Morocco - Jan 2009 
C. Magneville, C. Yèche, P. Abbon (Irfu-CEA)

CRT meeting at Ifrance, Morocco, June 2009
Jim Rich, Jeff. Peterson 



✤ PAON : PAraboles à l’Observatoire de Nançay 
✤ PAON-4 : 4 × D=5m reflectors, dense array configuration, transit 

observation mode
✤ Total surface ~ 75 m^2, 8 = 4 x 2 (pol) récepteurs , 36 visibilities ~ 2 

GBytes/s  maximum data flow
✤ 38 S < Elevation < 15 N → 10 < δ < 60 at Nançay
✤ 250 MHz band , 1250-1450 MHz 
✤ Reconstructed map resolution ~ 1 deg @ 1400 MHz 
✤ Aims: RFI cleaning , Tsys and antennae correlation, test of calibration 

and 3D transit mode map making
✤ Sensitivity level ~50 mK (/ 1deg^2 x 1 MHz pixels) over ~ 5000 deg^2
✤ NEBuLA/IDROGEN : Numériseur à Bande Large pour l’Astronomie - 

New generation digitiser board that could be deployed close to the 
antennae, over ~ km sized area …

PAON-4 (2014-…)/ NEBuLA-IDROGEN (2016-…)

( paon → peacock )



PAON-4 (PI: J.E. Campagne, J.M. Martin) -  Technical projet leaders: 
F. Rigaud (Mechanics) - D. Charlet (Electronic, Computing, Commissioning)

4 x 5m dishes, in compact transit interferometer configuration 
L-band (~ 1250-1500 MHz → 1275 - 1475 MHz)

Data analysis leader : O. Perdereau 
Project manager : D. Charlet

PAON4



Inauguration PAON-4 à Nançay - 2 Avril 2015
en présence des directeurs de laboratoires (LAL,USN-Nançay) et du 

président de l’Observatoire



CasA transits (top) , 3C196 (bottom) - PAON4 observations 
(different declinations) - compared with expected signals

PAON4 : some results from 2018-2019 observations/analysis

R. Ansari et al, MNRAS 2020 , arXiv:1910.07956

16 R. Ansari et al.

Figure 15. Comparisons of observed and expected (with a simplified model, see text) visibility variations with right ascension for
scans near Cas A (top) and 3C196 (bottom) declinations, from the Scan 2018 A and B data, for the 1H-2H (left) and 2H-3H (right)
cross-correlations. Each color corresponds to a di↵erent date, and the expected visibilities are shown in cyan.

the need for frequency shifting, and transmitting the digital
streams over optical fibres all the way to the computer clus-
ter a few hundred meters away. The deployment of IDRO-
GEN boards on PAON4 is foreseen in spring 2020, after more
in-depth characterisation of PAON4 in its present configura-
tion. A reduction of the amplitude of the temperature depen-
dent gain variations is also expected because the analogue
chain is simplified and does not have the downconversion
stage. It also has improved passive cooling.

Upgrades of the acquisition system hardware and soft-
ware are also planned with the deployment of IDROGEN
boards and should enable PAON4 to reach ⇠ 25% to 30%
on-sky time which is a significant improvement compared to
the current performance of . 10% (see Section 3). In par-
ticular, GPU support will be added to the TAcq package
for the correlation computing software processor and also to
the FFT processor to increase the system throughput. First
tests will be performed in the current operation mode of
PAON4. At a later stage, the new digitiser boards will be
operated and qualified in the FFT mode. After those tests,
we expect to release a stable version of the TAcq software,
with full support for IDROGEN boards.

8 CONCLUSIONS

A densely packed dish array interferometer is a cost e↵ec-
tive option to build radio instruments to survey large sky
areas in L-band. We have built and operated the PAON4
dish array transit interferometer under very tight budget
constraints. Preliminary results indicate that this type of
instrument together with its associated observing strategy
are e↵ective both in terms of scientific analysis and cost ef-
fectiveness. The study presented here will progress further
to longer integration times in order to demonstrate that the
expected sensitivities at the few mK level can be achieved.

In-depth studies with more data and PAON4 maps will be
published in the coming year. PAON4 does not have redun-
dant baselines, and the additional possibilities o↵ered by the
combination of nearly identical baselines will be explored
with larger instruments. Such studies are being pursued in
parallel with the Tianlai dish array. The next generation
IDROGEN digitizer/signal processor boards are in the final
stage of development and will be suited for a dish interferom-
eter consisting of a few hundred feeds and ⇠ km baselines.
IDROGEN will be deployed for qualification on PAON4 in
2020 and we plan to carry a higher sensitivity survey in
the declination range 30� . . . 60� in 2021. The resulting 3D
maps will be useful to characterize the spectral behaviour
of the galactic foregrounds, including a determination of its
smoothness on the few MHz scale.
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would not have been possible without the help and sup-
port of the technical sta↵ of the Nançay Radio Observa-
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tified as being due to a bird. They were also used to study
the correlated noise, comparing visibilities involving the 4V
signal with other signal pairs.

Our conclusions, from a preliminary study of the corre-
lated noise, are summarized below.

We analyzed data from the January 2018 observations
and computed time frequency maps with �⌫ ' 500 kHz fre-
quency resolution and 12 minute time bins, corresponding
to an e↵ective per pixel integration time of �t ⇠ 50s. Dis-
persions on the visibility signals (real/imaginary parts) were
then computed over clean sections of the TFM maps, cov-
ering ⇠ 6 hours in time and ⇠ 35MHz, excluding bright re-
gions of the sky. A noise reduction factor

p
�t⇥ �⌫ ⇠ 5000

is expected. The r.m.s. (�) values quoted below assume that
the signals have been normalized to get auto-correlation lev-
els equal to unity (for fields without bright sources).

• The noise level observed for signal pairs involving the
terminated 4V signal (1V-4V , 1H-4V . . . ) are compatible
with the levels expected given the integration time and fre-
quency bandwidth, leading to �re,im ⇠ 2 ⇥ 10�4. The cor-
related noise contribution can be considered negligible, at
least for the integration times of the current analysis.

• For the same polarization signal pairs between two dif-
ferent dishes, such as (1H-3H) or (1V-3V), the observed noise
level is higher compared to the expected level, assuming
Gaussian uncorrelated noise. We measure dispersions up to
4-5 times higher, �re,im ⇠ 8⇥ 10�4.

• For two cross polarization probes located in the same
feed/dish such as (1H-1V) or (3H-3V), the dispersion level
increases to more than �re,im ⇠ 2⇥ 10�3.

The observed extra noise observed on the same polarization
probes in two di↵erent feeds, or two probes within the same
feed shows up as frequency dependent patterns, quite stable
in time over a few hours. In can be interpreted as noise gener-
ated in the analogue electronic chain, cross fed through elec-
tromagnetic couplings between feeds on two di↵erent dishes,
or between probes in the same feed, and then amplified in
a way analogous to the Larsen e↵ect. Fortunately, it can be
e�ciently subtracted due to its stability in time. Further
studies are needed to determine the noise floor due to this
correlated noise.

We have also analyzed how the noise level decreases
with the integration time. Here, time frequency maps with
di↵erent e↵ective per pixel integration times are computed,
with a fixed frequency bin width �⌫ = 500 kHz, from April-
May 2019 data. Maps with di↵erent averaging time win-
dow sizes, equal to (1,2,4,8,16,32,64,128) in units of visibil-
ity sampling time are built and then used to compute signal
dispersions (in the absence of bright source transits or RFI).
Data from spring 2019 was taken with a visibility sampling
time of 6 s leading to a maximum visibility averaging time
of 768 s. PAON4 was operated with ⇠ 10% on sky e�ciency
so the maximum e↵ective integration time is slightly above
one minute.

Figure 13 shows the evolution of dispersion levels com-
puted as the r.m.s. of the di↵erent time-frequency maps,
excluding bright sources, satellites and RFI. The corre-
lated noise is subtracted from the cross-correlation time-
frequency maps, using the frequency template obtained by
the time averaged signal, computed separately for each
cross-correlation. The left panel shows the evolution of the

dispersion with the integration time, for the 8 PAON4 au-
tocorrelation signals. The r.m.s. decreases with the integra-
tion time, following a 1/

p
�t trend. A noise floor or satura-

tion starts to appear at long integration times, more or less
strongly dependent on the data set and the auto-correlation
signal. However, it should be kept in mind that the r.m.s
of the autocorrelations signals is sensitive to gain variations
with time, as well to the variation of the di↵use sky bright-
ness. The presence of this apparent noise floor for the auto-
correlation signals does not imply that the underlying noise
is not white. The right panel shows the evolution of the
r.m.s. values computed on the cross-correlation visibilities
(real part) for the 12 H-H and V-V correlations. Here, the
r.m.s. values are compatible with the expected levels, and
decrease with integration time following the expected white
noise law 1/

p
�t, without significant contribution from cor-

related noise, once the average level at each frequency has
been subtracted.

Figure 13. Evolution of noise level with integration time.
Top: Dispersion level for the 8 PAON4 autocorrelation signals
as a function of the integration time. Bottom: Dispersion level
for the real parts of the 6 H-H and 6 V-V cross correlation signals
as a function of integration time in seconds.

6.3 Phase calibration and array geometry

As mentioned in Section 5.3, Galileo satellites are used
to perform phase calibration and determine instrumental
phases for a large fraction of PAON4 observations carried
out in fall 2018, winter and spring 2019. Instrumental phase
values are determined for each constant declination scan.
Figure 14 shows the antenna-2 phase ��2 = �12 = �2 ��1

values, determined at 1278.5MHz for 17 scans and the H-
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polarization feeds, as a function of the common, nominal
antenna direction in the meridian plane, referred to as the
zenith angle (Z = 90� � elevation). This angle corresponds
to the angle between the antenna axis and the local verti-
cal, or the di↵erence between the observed declination and
the instrument latitude. Negative zenith angles correspond
to the antenna tilted toward the south. One can see that
the phase �12 varies over more than 30�, with a smooth
variation as a function of the zenith angle. The variation
is well explained by a shift in theoretical antenna position,
along the north-south Oy and vertical Oz directions. The
fitted best model, taking into account the baseline shift, is
shown as the red curve. The fit result shows that the two feed
heights di↵er by about ⇠ 55mm for this (1H-2H) baseline,
while the north-south component of this baseline should be
corrected by ⇠ 14mm. Using the 6 baselines, we determined
the corrections to the array geometry, using the zenith de-
pendency of the instrumental phases. We obtain a precision
of ⇠ 2mm using these 17 scans. A shift in the east-west
baseline component would not show as a zenith angle phase
dependency, but rather as a change in the fringe rate. We
have not yet determined baseline corrections along the east-
west Ox direction using the fringe rates, but higher precision
is expected for the determination of the east-west baseline
corrections. The instrumental phases do not change by more
than ±2� despite the fact that the observations were done
over a period spanning more than 8 months. Similar phase
stability is observed for the other baselines.
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Figure 14. Phase calibration and array geometry corrections. In-
strumental phase values �12 determined for di↵erent scans, plot-
ted as a function of the zenith angle (black squares). The red line
represent a model fit, including corrections to the baseline and
the residuals are within ±2�.

6.4 Comparison of observed and expected signals

Figure 15 shows a comparison of observed and expected visi-
bilities for a few scans close to two bright sky sources, Cas A
(⇠1700 Jy) and 3C196 (⇠15 Jy) for the cross-correlation of
two pairs of feeds, 1H-2H and 2H-3H. We gathered data
from scans at several declinations around the source, repre-
sented in di↵erent colors. The visibility amplitude decreases
for scans at more distant declinations with respect to the
source declination. This e↵ect is clearly visible Cas A, but
also for 3C196. The expected signal was rescaled using a
single conversion coe�cient per feed, used for both sources,

computed by adjusting the amplitudes of the expected Cas A
on-source scan of July 17th, 2018. This simplified computa-
tion of expected signals does not take into account pointing
uncertainties, whereas a ⇠ 0.5 deg shift is suggested by our
satellite fits. Nor does it take into account the non-Gaussian
secondary lobes in the beam pattern. The full signal level for
Cas A is expected to be about ⇠ 6000 mK, and ⇠ 60 mK
for 3C196, while the noise level is about ⇠ 20 mK given the
time and frequency binning used here.

Figure 16 shows a region of the reconstructed map at
1400 MHz using PAON4 observations from November 16th
to December, 1st 2016. A map making applying the m-mode
decomposition in harmonic space from transit visibility code,
is used (Huang 2019). A sky map covering the full 24 hour
right ascension, and the declination range 35� . � . 46�

is computed from 11 24-hour constant declination scans
around the Cyg A declination. The extracted map covers
⇠ 18� in declination (32� < � < 50�) and ⇠ 35� in right as-
cension (290� < ↵ < 325�) around the nearby radio galaxy
Cyg A. The emission from Cyg A, the Milky Way syn-
chrotron emission, as well as from the Cygnus X star forming
region, is clearly visible.

148 Data analysis for transit interferometer of PAON-4

Fig. 6.33 PAON-4 reconstructed sky maps using the m-mode decomposition in spherical
harmonics algorithm [217, 257]. Top panel shows the reconstructed sky map from the
calibrated PAON-4 November 2016 data at 1.4 GHz, Cygnus A and the Galactic plane can
be seen clearly. For comparison, the middle panel shows the reconstructed sky map from
simulated visibility data in the same sky region and at the same frequency. Bottom panel:
the zoom-in around Cygnus A, RA from 290� to 325� and Dec from +32� to +50�, the
reconstructed map from PAON-4 observations is shown on the left, while the right hand side
shows the map reconstructed from simulated visibilities.
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Figure 16. Example of a reconstructed map in a ⇠ 35� ⇥ 18�

region around Cyg A, covering the area (32� < � < 50�) in decli-
nation and (290� < ↵ < 325�) in right ascension, from November
2016 data (left). Right panel shows the simulated map.(Huang
2019)

7 FUTURE PROSPECTS

Time-variable systematics in the frequency response led us
to develop a new generation of sampling and signal process-
ing board, IDROGEN/NEBuLA, to perform digitisation as
close to the feeds as possible (see Section 5.2). The IDRO-
GEN board is designed to equip interferometers with sev-
eral hundred feeds, scattered over a few hundred meters.
Clock synchronisation is managed by the implementation of
the White Rabbit8 technology. A first version of this new
board, called NEBuLA (NumEriseur a Bande Large pour
l’Astronomie) was designed and produced in 2016-2017. The
second version, called IDROGEN, is developed as part of
the CNRS/IN2P3 DAQGEN project. This project began in
2017 with the goal of developing generic modules for rapid
acquisition systems for particle and astro-particle projects.

IDROGEN boards will be located in the electronic
boxes on each antenna, sampling the RF signals, relieving

8
https://white-rabbit.web.cern.ch
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Tianlai
❖ Projet mené par le NAOC (PI: X. Chen) en partenariat avec Canada, États-

Unis, Corée du Sud, France
❖ Collaboration constituée en 2011-2012 - Financement obtenu en 2012 (?) 

pour une première phase
❖ En chine: participation de l’Institute of Automation (électronique numérique) et 

Institute 54 (Antennes, électronique Analogique) + …  
❖ Recherche de sites à travers le territoire chinois - Choix du site en 2013 
❖ Début d’aménagement du site à l’été 2014: construction d’une route (piste) et 

ligne électrique 10 kV, fibres optiques (7 km) depuis le village le plus proche - 
Construction du lieu de vie et salles électronique/informatique  

❖ Réseau de 3 cylindres (15mx40) et un réseau de 16 réflecteurs (D=6 m) 
déployé à l’été 2015

❖ Phase Tianlai pathfnder: 96 (dual-pol) récepteurs sur les 3 cylindres - 
Corrélateur 192 voies (FPGA+DSP) en cours d’installation + corrélateur 32 
voies pour le réseau des 16 antennes



\

Tianlai site : 44.15 N , 91.8 E  
Hongliuxia Xinjiang, western China)

J.E Campagne - LAL - 16/9/15 

9 

Beijing 

5000km 

Sep. 2015



Tianlai Pathfinder
Cost:   Instruments:    $1.5M from MOST + $0.6M from CAS 
 Site construction :  ~ $0.5M from NAOC

 Cylinder array: 

3x15mx40m cylinders, 96 dual polarization receiver units

 Dish array: 16 x 6m dishes, 16 dual pol. receivers, 

 Frequency : 400-1400MHz  (Redshift z=0-2.5)

 Current frequency coverage: 700-800 MHz

If successful: possible the array up to 110mx110m,  1000~ 
3000 receivers, with full wavelength range

Information provided by 
Fengquang Wu (NAOC)



Fengquan WU

Peter Timbie

Xuelei Chen - Tianlai site, Sep 2015

Visiting electronic and antenna factories in China, Tianlai project meeting,  Feb. 2012

A. Stebbins, Sep 2015

C. Magneville



16 x D=6m dish array 3 Cylinders , 15mx40mTianlai 
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Figure 29. The average sidereal night (ASN) visibilities for baseline 2V◊10V. This is the median average of 1min◊1MHz visibilities at
the same LST and frequency from the 11 nights shown in Figure 27.

Figure 30. Simulated visibility of Figure 29 based on the NVSS catalog using an Airy disk beam model. Nightly mean subtraction has
been applied.

Figure 31. The average sidereal night (ASN) for baseline 2V◊10V after polar dephasing which removes the phase gradients due to the
signal delay between the northern and southern feeds for sources near the NCP.

pattern. This is a consequence of the fact that most of the
signal comes from near the NCP: the northern feed receives
signals from the NCP before the southern feed which leads to
a phase delay which increases linearly with frequency. Note
that if all the signal came from a unpolarized source pre-
cisely at the NCP then the visibility pattern before nightly
mean subtraction would be perfectly horizontal stripes, and
the nightly mean subtraction would remove the entirety of
the signal. Figure 29 only shows the remnant of this fringe
pattern, which come from the sources located not precisely
at the NCP. These waves are a superposition of slow waves
with a timescale of hours and faster waves with a timescale
of ≥ 10 min. The later we refer to as “fast fringes”. The vari-
ation in the time direction is due to rotation of the Earth.
The slow waves are due to sources near the NCP which do
not move rapidly on the sky, while the fast fringes are from
bright far o�-axis sources at low declination which move
more rapidly as the Earth rotates (see section 8.6.

For comparison we have used the radio point source
catalog of the NVSS (Condon et al. (1998)) to construct a
model the ASN shown in Figure 29. It is a very rough sim-
ulation using a simple beam model and is based on data at

1.4 GHz which is significantly out of our band. The simu-
lated visibility, shown in Figure 30, exhibits a general qual-
itative similarity to the Tianlai data: the slow waves and
fast fringes are of similar amplitude and are often in phase.
Some quantitative features are significantly di�erent, which
we attribute to both the inaccuracies of the beam model and
the mismatched frequency band.

8.5 Polar Dephasing

Since much of the sky signal should come from near the
NCP one can adjust the phase center, as in a phased ar-
ray, to point directly at the NCP, i.e. adjust the visibility
phases by �Arg[V ] = 2fi

‹
c b · n̂b · n̂b · n̂NCP where n̂̂n̂nNCP is the di-

rection to the NCP and bbb is the baseline. In a horizontal
(Earth) frame both b and n̂NCP are constant in time and so
is the correction to the phase gradient. For 2V◊10V the ex-
pected polar phase gradient corresponds to 2.4 stripes (full
cycles through the phase spectrum) over 100 MHz band-
width, which is just one one sees in Figure 29. Another vi-
sual comparison after the adjusting the phase center to the
NCP is shown in Figure 31. Nearly all the vertical phase gra-
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lated visibility, shown in Figure 30, exhibits a general qual-
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fast fringes are of similar amplitude and are often in phase.
Some quantitative features are significantly di�erent, which
we attribute to both the inaccuracies of the beam model and
the mismatched frequency band.
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ray, to point directly at the NCP, i.e. adjust the visibility
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is the correction to the phase gradient. For 2V◊10V the ex-
pected polar phase gradient corresponds to 2.4 stripes (full
cycles through the phase spectrum) over 100 MHz band-
width, which is just one one sees in Figure 29. Another vi-
sual comparison after the adjusting the phase center to the
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dients are removed, demonstrating that most of the signal
does indeed come from sources near the NCP. What remains
are slowly varying visibilities coming from sources near the
NCP, which move slowly due to Earth rotation, plus more
rapidly varying fringe patterns from bright sources far from
the NCP.

One usually phases an array to facilitate imaging of the
region one is (electronically) pointing toward. Our motives
are somewhat di�erent. Figure 31 illustrates that the initial
phase calibration is good enough to accurately point at the
NCP. This figure also illustrates the amount of mode mixing
we have to contend with in Tianlai dish data.

8.6 Far O� Axis Sources

To accurately identify all the sources contributing signifi-
cantly to an ASN would require a more accurate beam model
than we currently have. However, the beam pattern almost
certainly does not vary as rapidly as the fast fringes evi-
dent in the ASN. The fast fringes can only be from rapidly
moving sources far from the NCP where the beam gain is
low (. ≠30 dB smaller than at the beam center); which
means they can only come from a few very bright far o�-axis
radio sources. The lack of source confusion of very bright
sources allows us to accurately identify the sources of these
fast fringes even with only a single baseline using any of a
variety of fitting or deconvolution techniques.

The measured and simulated visibilities of Figures 29
& 30 have a very similar fast fringe pattern and in the sim-
ulation, which is based on a point source catalog, we can
associate the fast fringes with Cas A and therefore infer
that this is also the source of the fast fringes in the Tianlai
observational data.

From Figures 27 & 28 one sees that the fast fringes are
easily identified in only ≥ 20 min of data. The ability to
regularly isolate the contribution from individual well cali-
brated point sources using only a single baseline provides us
with a real-time calibration method for each baseline with
which to supplement the CNS.

8.7 Redundant Baselines

The wavy patterns of the visibilities from di�erent baselines
are generally quite di�erent. However, for baselines with
nearly the same bbb we expect the visibilities from the sky sig-
nal to be nearly the same. In Figure 32 we plot the ASNs of
three baselines with nearly identical bbb and find that indeed
the ASNs are nearly the same. This gives support to our
contention that after nightly mean subtraction the remain-
ing signal is predominantly from the sky. One can discern
a noticeable phase shift of ≥ 0.6 rad in the central panel
relative to the other two, which is evidence for di�erences
in phase of the gain. Because the complex gain of each an-
tenna was initially calibrated on Cas A before the dishes
were pointed at the NCP, this di�erence in gains in the 9
night average is evidence for changes of the gain over the 10
days since this initial calibration.

Figure 32. Shown are the average sidereal night visibilities of
three nearly redundant baselines after median nightly subtrac-
tion but without polar dephasing, as in Figure 29. The baselines
and nominal separation of feeds in mm are, from top to bottom,
12V◊11V: 4391 E≠7596 N≠6 Z, 13V◊16V: 4387 E≠7601 N≠5 Z
and 16V ◊ 10V: 4424 E ≠ 7604 N + 4 Z (E=East, N=North,
Z=vertical). The nominal separations are as surveyed after in-
stallation; because the feed positions are not continuously moni-
tored there is some uncertainty in these numbers. For example, if
the dishes are not all precisely pointed in the same direction the
separations will di�er from the nominal values.

8.8 Spectral Smoothness of Visibilities

The 21 cm signal is much smaller than that of the “fore-
ground” sources we have examined so far. One feature that
di�erentiates the foregrounds from 21 cm is the foregrounds
have a smooth broadband spectrum while 21 cm emission is
in the form of a spectral line and is not smooth. This di�er-
entiating feature is confused by the phenomenon of “mode-
mixing”, the fact that fine angular structures in the fore-
ground emission will be aliased into relatively non-smooth
spectral dependence of the visibilities due to the frequency-
dependent angular response of the array. For example, while
most of the frequency dependence (horizontal fringes) of Fig-
ure 29 has been removed by polar dephasing in Figure 31,
there still remain horizontal components of the fast fringes
from bright o�-axis sources. While one can possibly subtract
the fringe patterns of a few known bright sources, this would
become intractable for the multitudes of sources which con-
tribute to mode mixing at the level we are interested in.
A variety of techniques have been proposed to project out
mode-mixed foregrounds from the 21 cm signal, and we will
use them in Tianlai in the future, but here we examine a
more conservative approach: limiting analysis to frequency
modes which are not significantly mixed with foregrounds at
the level of the system noise temperature. Here we quantify
which modes these are. Foreground-contaminated frequency
modes are sometimes said to be “in the wedge” and those
not “outside the wedge”. Forecasts of the performance of in-
tensity mapping often assume only modes outside the wedge
are usable, so it is important to quantify where the wedge
is!

There are various ways to quantify spectral smoothness
of the visibilities. One is to decompose the visibility into
frequency modes

Va,b,– =
Ô

nch

nch≠1ÿ

n=0

aa,b,nUn,– (3)

where – indexes the equally spaced frequency channels, nch
in number. Un,– for fixed n gives the spectrum of the mode
which should be increasingly non-smooth in frequency as
n increases. It is convenient to take these modes to be or-
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3 nearly redundant baselines

NCP k∥ Legendre mode decomposition
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Figure 33. Plotted as a function of n is the rms value of |an[LST]|
averaged over all LSTs and 1, 3 and 9 successive nights of visibil-
ities shown in Figure 27 after polar dephasing. Red points are for
a single night, green three nights and purple nine nights. Poly-
nomial order refers to n. The top wavenumber scale gives the
approximate kÎ corresponding to a given n for a cosmological
21cm signal. The color coded horizontal lines give the white noise
spectrum for uncorrelated noise given by the system temperature
measured during the same time interval. For small n this signal
converges after a few nights while for large n it integrates down as
N

≠1/2
nights with amplitude very close to the system noise prediction.

thonormal so that Un,– is a unitary matrix and

1
nch

ÿ

–

|Va,b,–|2 =
nch≠1ÿ

n=0

|aa,b,n|2. (4)

Thus |aa,b,n|2 gives the contribution of mode n to the
mean square Va,b,n. A discrete Fourier transform is of
this form but instead, we choose a polynomial-based
decomposition where the frequency dependence of the
modes is approximately described by Legendre polynomials
Un,–

Ã
≥ Pn

#
2 ‹–≠‹min

‹max≠‹min
≠ 1

$
. Specifically we start with Leg-

endre polynomials on a grid and Gram-Schmidt orthonor-
malize them. For this “Legendre decomposition” Un,– is real
and orthogonal. Just as with Fourier transforms in the case
of white noise each mode amplitude, aa,b,n, is statistically in-
dependent with zero mean and identical variance È|aa,b,n|2Í.
These discrete Legendre polynomials are increasingly oscil-
latory (non-smooth) with increasing n just as for a Fourier
decomposition.

Applying this “Legendre” decomposition to the night-
averaged and polar-dephased visibilities we compute the “n-
spectrum”, which is the mean value of |aa,b,n|2 averaged over
all minutes of an ASN. Polar dephasing moves much of the
n œ [5, 10] power into n = 0, 1, 2 but does not change the
total power. In Figure 33 we plot these spectra for the visibil-
ity mean averaged over successive full nights. Here we have
use full 244 kHz spectral resolution allowing us to measure
the n-spectra up to n = 409 rather than only n = 102 for
977 kHz averaging. We see that for n = 0, 1, 2 the n-spectra
seem to have “converged” in 1 night and for n . 8 after ≥ 3
nights. We would need more nights to see clear convergence
at n & 10. For n & 50 the n-spectra are quite flat, close
to white noise. The spectral flatness relies on limiting the
band to ‹ œ [700, 800] MHz as the noisy band edges tilt the

spectrum red-ward. For n < 30 the spectra do fall o� with
increasing n but not nearly as fast as one would predict for
the very smooth spectra of optically thin synchrotron or free-
fee emission. Much of this is due to mode mixing manifested
by the fast fringes of bright o�-axis sources which we could
in principle subtract. The persistent feature at n ¥ 40 may
also be due to bright sources. Incomplete removal of cor-
related noise is another possible cause for the slower than
expected fall-o� with n. Applying the same procedure to the
daytime data we find this white noise tail only extends to
n & 200.

The n > 100 white noise tail amplitude does “integrate
down” Ã Nnights

≠1/2 just as one would expect for (zero
mean) noise which is uncorrelated between nights. To illus-
trate this we also plot the n-spectra of the “system noise”
predicted by the radiometer equation given the system tem-
perature (


T 2V

sys T 10V
sys = 75.5K) measured from the auto-

correlations. For n > 100 the system noise accounts for al-
most all of this power spectrum, leaving little room for con-
tamination by sky signal other sources of correlated noise.
Thus at the level of sensitivity obtained with 9 nights of
data from a single baseline the radio emission from the sky
does indeed have a smooth spectrum in that it does not con-
taminate the high-n part of the spectra, leaving ≥ 75% of
the n-modes apparently free from foregrounds. We explore
this in more detail below.

Figure 33 uses mean averaging over di�erent nights in
contrast with Figure 27, which uses median averaging. While
median averaging suppresses outlying visibility values as
produced by RFI it has poorer noise performance. Using me-
dian nightly averaging we find the n spectra integrates down
more slowly, as ≥ Nnights

≠0.37. The cause of this di�erent
scaling can be understood if one allows for night-to-night
gain variations. A median will choose for each pixel the cen-
tral visibility value which can be from di�erent nights for
di�erent pixels. If the gain varies from night-to-night then
neighboring pixels in the median average can take visibility
values from di�erent nights with di�erent gains. Night-to-
night variation in the gain will result in sharp features in
the frequency spectra as well as the visibility time series.
Such discontinuities would be introduced by any method
which removes or suppresses RFI-flagged visibilities such
that neighboring pixels sample di�erent sidereal days with
di�erent weights. Mean averaging gives equal weight to each
night and therefore depends on the mean gain averaged over
all nights, which is not expected to have sharp features in
frequency or in time. If RFI is rare then RFI flagging has an
advantage over median averaging since RFI flagging a�ects
only a small fraction of the data whereas median averaging
will introduce discontinuities everywhere. One can use the
di�erence between mean and median averaging to quantify
the level of night-to-night gain variation.

8.9 Correlated Signal after Foreground
Subtraction

Foreground removal in hydrogen intensity mapping relies on
the ability to separate rough spectrum 21 cm line emission
from smooth spectrum foregrounds. In the previous section
it was shown that an ASN mostly contains relatively smooth
spectrum signal or, more specifically, that the non-smooth

MNRAS 000, 000–000 (2020)

red:      1 night
Green: 3 nights
Grape: 9 nights
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From NEBuLA to DAQGEN/IDROGEN 
D. Charlet (LAL) , C. Viou (Nançay)

• Direct sampling after the LNA + filters (no mixer)
• Up to 500 MHz bandwidth 
• designed to be put near the antennae
• optical data output & control / synchronisation 
• White Rabbit technology for clock synchronisation 

through (optical) ethernet
• board configuration through the optical ethernet link
• data (waveform or frequency components) transferred 

through optical links (10G ethernet), possibly higher 
rates in the future

21cmCosmology2019 IDROGEN digitization board D.charlet/C.Viou

Status Mezzanine ADC

PCB : 4 Layers

Schedule :

Production of 2 prototypes : October.

Test : mid November.

Production of 6 boards : Beginning of 2020.

21cmCosmology2019 IDROGEN digitization board D.charlet/C.Viou

Status Mezzanine ADC

PCB : 4 Layers

Schedule :

Production of 2 prototypes : October.

Test : mid November.

Production of 6 boards : Beginning of 2020.

21cmCosmology2019 IDROGEN digitization board D.charlet/C.Viou

IDROGEN / DACGEN History

In collaboration with SYRTE

Observatoire de Paris

Time-Frequency laboratory

 400 fs after 1000 s and 1 km fibre

Derived from Nebula board

White rabbit module 

Power supply tree 



21cmCosmology2019 IDROGEN digitization board D.charlet/C.Viou

Hardware Status

IDROGEN-2 PCB currently in production

2 pre-series board

Test up to end of 2019

10-board production :  beginning of 
February 2020.

5 for PAON IV project (DIMACAV).

1 for CPPM, CENBG (IN2P3)

1 for IPHC (IPHC)

2 for Nançay Observatory

Delivery of boards : May 2020

IDROGEN board (v2)  with 
commercial ADC 

(mezzanine) board -2019 

IDROGEN status (Fall. 2020)

21cmCosmology2019 IDROGEN digitization board D.charlet/C.Viou

Status Mezzanine ADC

PCB : 4 Layers

Schedule :

Production of 2 prototypes : October.

Test : mid November.

Production of 6 boards : Beginning of 2020.

Mezzanine ADC board designed and 
fabricated (2020), will be tested in fall

RF tight boxes/housing made for PAON4

❖ IDROGEN board v3 (v2.b) being produced for 
PAON4 and other users (IN2P3 labs)

❖ Firmware development continues  
❖ IDROGEN softwares : acquisition and slow control 

(M. Taurigna, C. Cheikali)
❖ Expect deployment on PAON4 at the end of 2020
❖ A new version of the board, smaller size could be 

designed and produced by removing xTCA interface For technical details, see D. Charlet & C. Viou 
presentation at the 2019 Orsay workshop


https://indico.ijclab.in2p3.fr/event/5761/contributions/18831/attachments/14540/17962/20191022_21cmCosmologyWorkshop2019_IDROGEN_C.Viou.pdf


Future
AuxTel commissioning
LSST ComCam (2021?) 

Rubin observatory Telescope and camera  commissioning 2022 ?
DESI : operations start 2021 ?

Euclid launch : end of 2022
IDROGEN@PAON4 in 2021

Observations with PAON4 … 2023 
Tianlai analysis … 2024  

Future … fiction 
21cm x optical surveys cross correlations ( HIRAX × LSST ) 

WL with SKA
Map LSS with a single tracer and spectroscopic redshift resolution 

over a wide range of redshifts 
→ Intensity Mapping and HI as the tracer → PUMA
Primordial Non Gaussianities from LSS / 21cm IM 

…
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FIG. 1. Plotted is a schematic 2D representation of the observable universe where the area is proportional to the comoving volume and the
distance from center monotonically increases with distance from Earth. Different epochs are color coded: the epoch of galaxies (z < 6) pink;
the epoch of reionization (6 < z < 20) orange; the dark ages (20 < z < 700) gray; the epoch of the last scattering (700 < z < 1300)
cyan; and the early universe (z > 1300) purple. The volumes surveyed by various current experiments with dense redshift space sampling are
outlined, including the DESI optical spectroscopic survey of galaxies (white) and quasars (white dashed); HI intensity mapping surveys of the
intergalactic medium during the epoch of reionization (HERA; green) and lower-redshift galaxies (CHIME/Tianlai; cyan); HIRAX (yellow);
and the 21 cm Stage II project proposed here (blue). The wedge sizes give rough representations of the covered volume.

point correlation function of Fourier modes of the density field (the so-called bispectrum) is amenable to measurement
using high-redshift LSS surveys, and its amplitude in different configurations (corresponding to the three points forming
squeezed, equilateral, or folded triangles) is directly connected to different inflationary models. Moreover, these types of
non-Gaussianities (equilateral and orthogonal) cannot be constrained using bias constraints in the power spectrum and are
therefore not amenable through cosmic variance cancellation techniques that are forecasted to put stringent constraints on
squeezed non-Gaussianities. In other words, a high-redshift survey of the universe will most likely present the only viable
opportunity to improve over CMB constraints.
All three objectives described above could be achieved with a next-generation 21 cm experiment, which we designate a Stage II

experiment. Our fiducial configuration consists of a close-packed 256⇥256 array of 6m dishes, operating from 200 to 500MHz.
This configuration is an ambitious but realizable expansion over the current generation 21 cm experiments. Section 2.1 contains a
technical arguments motivating this particular choice of fiducial experimental parameters. The precise configuration of the array
and other experimental details are expected to evolve and be further developed depending on key science targets and experience
obtained with predecessors of a Stage II 21 cm experiment. However, having an explicit experiment allows us to make concrete
forecasts that set the context for further optimization.

The objectives outlined above directly follow from the ability of 21 cm emission to obtain a pristine picture of large-scale
structure with essentially no tracer shot-noise. In the following, we list some of the other new capabilities that will be enabled
by a Stage II experiment:
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Cosmic Visions HIME , A. Slosar et al, arXiv:1810.0957

HIME potential for DE & BAO
Huge volume, redshift range

Hydrogen Intensity Mapping Experiment
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FIG. 6. Left: Cumulative volume observable along our past light-cone up to maximum redshift zmax. Right: Number of linear Fourier modes
of the density field observable up to zmax, where “linear” refers to modes whose statistics can be predicted at the few-percent level (the
precision required for many science cases in this section) by modern perturbation theories of large-scale clustering. A full-sky 21 cm survey
over 2 < z < 6 can in principle access ⇠ 3 times more volume and ⇠ 30 times more linear modes than a survey up to z = 2. Even under
the pessimistic assumptions about foreground contamination, a Stage II 21 cm survey can still access ⇠ 10 times more modes than a z < 2
survey.

FIG. 7. Comparison of 1-loop Eulerian perturbation theory and the Zeldovich approximation (1st order Lagrangian perturbation theory) to
the Illustris simulation (from Ref. [25]). This plot demonstrates that even simple, ab initio theoretical models can be used to fit 21 cm data to
very high kmax, due to both the more linear universe at higher redshift and the greater linearity with which the neutral hydrogen gas traces
these structures.

with other tracers. The results presented in this chapter were derived using several forecast codes. The common assumptions
used to forecast main results can be found in Appendices B, C and D, but even when slightly different assumptions are used the
results are typically consistent to around 20% in accuracy over the relevant scales. We regard this as sufficient at this early stage.
Throughout this chapter we will present forecasts for foreground optimistic and foreground pessimistic case that are likely to
bracket the true value of what level of foreground cleaning is realistically achievable for the Stage II experiment.
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https://www.puma.bnl.gov

https://arxiv.org/abs/1810.09572
https://www.puma.bnl.gov


FIG. 13. Constraints on the growth rate of structure, f�8, for the Stage II experiment assuming no priors on ⌦HI from external data but
modeling of the power spectrum in the mildly non linear regime using perturbation theory. Left panel: An optimistic foreground removal
scenario where only modes with k|| < 0.01 h/Mpc are lost and the wedge extends to the size of the primary beam. Different colors show
different choices for the smallest scales included in the forecast. Right Panel: A pessimistic case with only k|| > 0.1 h/Mpc modes available
and a wedge extending to three times the primary beam.

FIG. 14. Same data as in in Figure 13 for k < 0.75knl, but now plotted together with compendium of current constraints on f�8 (points; see
text). Lines are theoretical models: ⇤CDM is plotted with solid line while dashed is the modified gravity model described in the text with
vanishing effects at high redshift and an expansion history equal to that of ⇤CDM.

density averaged spheres of 8 h�1Mpc radius at z = 0. The ⇤CDM model, constrained by current CMB observations [74, 84],
predicts both �8(z) and f�8(z) at 2 < z < 6 to better than 0.5% (or about 1.1% if we allow neutrino masses to vary). This
provides a firm prediction which can be tested using precise observations at high z.

In 21 cm, the mean signal is unknown, so in effect linear redshift-space distortions instead measure the product ⌦HIf�8,
with ⌦HI being a nuisance parameter. However, there are three main ways to go around this limitation. The first is to use the
method of Ref. [67], namely measure the bias and brightness temperature from complementary data such as the Lyman-↵ forest,
where the sources relevant for 21 cm emission appear as individually detected hydrogen systems (for a summary of our current
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FIG. 9. Constraints on the distance-redshift relation(s) achievable with the BAO technique for some current experiments (empty symbols),
some up-coming experiments (based on [69]) and our Stage II experiment (based on [70]). This Figure is an adaptation of Figure 1 from [71].
Lines from top to bottom correspond to transverse, spherically averaged and radial BAO for best-fit Planck ⇤CDM model. 21 cm lines are for
foreground optimistic case but with no reconstruction.

These correlations have been successfully detected using galaxies, quasars and the Lyman-↵ forest [61–65]. In fact, due to
the large scales involved and the differential nature of the measurement (one or more peaks on top of a smooth background
signal), BAOs are among the most robust measurements in cosmology. Because the physics of early universe is well known,
and highly constrained by CMB observations, the BAO method provides a well-calibrated standard ruler [66]. With such a ruler
BAOs can robustly measure the comoving angular diameter distance, DM (z)/rd, using transverse modes and the expansion
rate, 1/H(z)rd, using radial modes; both as a function of redshift. For this reason current and future spectroscopic surveys
(e.g. [4, 61, 67] or Table I) have BAO as a major science driver. A measurement of BAOs at 2 < z < 6, complementary to the
next generation of experiments, is one of the scientific opportunities in our proposed Stage II experiment.

In Figure 9 we estimate constraints on the distance scale from a Stage II experiment. The forecasting was done using the
standard approach of Ref. [68], adapted for 21 cm measurements. In particular, at each redshift bin, we add the shot-noise and
thermal noise contribution at wavenumber k = 0.2h/Mpc to power spectrum, and convert these back to an effective number
density of sources. The results are largely independent of choice of fiducial k at which we do this conversion. Figure 9 shows
that current and next generation optical/IR experiments lose constraining power at z ' 2, while we forecast a Stage II 21 cm
experiment can map the expansion history with high precision all the way to up to the end of epoch of reionization (z ' 6).

The high precision achievable with a Stage II experiment is due in part to the very high number density of 21 cm sources,
which provide sample-variance limited measurements of the relevant scales. The 21 cm signal is dominated by numerous, small
galaxies with number densities greater than 10�2 h3Mpc�3. This can be compared to typical values for galaxy surveys which
are around 10�4

� 5 ⇥ 10�3 h3 Mpc�3 or less. We plot these numbers in the left panel of Figure 10. The effect of the thermal
noise of the system (which is not present in optical galaxy surveys) does lead to a decrease in the effective number density of
sources but for our Stage II survey this is a modest change. Provided foregrounds can be controlled, we are close to saturating
the information content in BAO that can be achieved over half the sky – no future BAO experiment could do significantly better
as illustrated in the right panel of 10.

2.4. Cosmic inventory in the pre-acceleration era

The measurements of the cosmic expansion history and distance-redshift relation described above constrain the abundance
and time evolution of the various components of the cosmic fluid. Radial BAO directly probe the expansion history, H(z), while
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Primodial NG from 21cm LSS  , 
Karagiannis et al, 
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