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• Heavy quarks are copiously produced at the LHC and a good phenomenological 
understanding is needed:

• Elementary particle processes

• Important hard probes of the QGP in heavy ion collisions

• Background to new physics

• Multi-scale problem serves as laboratory to understand other multi-scale 
problems in QCD and the SM (Higgs, W/Z, New Particles)

• How to treat heavy quark masses consistently in pQCD?

• GM-VFNS/FONLL are used in modern global analyses of PDF to analyse 
heavy quark production in deep inelastic scattering

• “pQCD with masses” should also work for less inclusive observables! 

• Heavy quark hadroproduction data provide constraints on the gluon PDF

Motivation



Theoretical approaches



• FFNS (Fixed Flavour Number Scheme):

• Fixed Order Perturbtation Theory: LO, NLO, NNLO

• ZM-VFNS (Zero Mass Variable Flavour Number Scheme):

• Resummed (RS): LL, NLL [Jean-Philippe Guillet, LAPTH]

• Matched Fixed Order+Resummed:

• GM-VFNS: NLO+NLL [Ingo Schienbein, LPSC]

• FONLL: NLO+NLL [Matteo Cacciari,  LPTHE]

•Matched Fixed Order+Parton Shower:

• MC@NLO: NLO+LL

• POWHEG: NLO+LL [Emanuele Re, LAPTH]

Theoretical Approaches

Heavy Flavour Production is a multi scale problem: pT, m



Termes in the perturbation series

LL NLL NNLL ...

LO 1

NLO aL a

NNLO (aL)2 a(aL) a2

... ... ... ... ...

Fixed Order→

ResummedL = ln (m/pT)  
a = αs/(2 π)



FFNS/Fixed Order NLO

LL NLL NNLL ...

LO 1

NLO aL a

NNLO (aL)2 a(aL) a2

... ... ... ... ...

Fixed Order→

Resummed

m≠0

m≠0



ZM-VFNS/Resummed NLL

LL NLL NNLL ...

LO 1

NLO aL a

NNLO (aL)2 a(aL) a2

... ... ... ... ...

Fixed Order→

Resummed

m=0 m=0



GM-VFNS/FONLL (NLO+NLL)

LL NLL NNLL ...

LO 1

NLO aL a

NNLO (aL)2 a(aL) a2

... ... ... ... ...

Fixed Order→

Resummed

m≠0

m≠0 m≠0

m=0 m=0

m=0 m=0



FFNS/Fixed Order NNLO
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NLO aL a

NNLO (aL)2 a(aL) a2

... ... ... ... ...
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Resummed
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Theoretical approaches: 
Fixed Flavor Number Scheme 

(FFNS)



FFNS/Fixed Order

d�Q '
X

a,b

fA
a ⌦ fB

b ⌦ d�̃ab!Q+X

Factorization formula for inclusive heavy quark (Q) production:

sum over all possible  
partonic subprocesses 
NO heavy quark PDF

Calculable short distance cross section; 
log(pT/m) terms kept in fixed order

PDFs



FFNS/Fixed Order

d�Q '
X

a,b

fA
a ⌦ fB

b ⌦ d�̃ab!Q+X

Factorization formula for inclusive heavy quark (Q) production:

sum over all possible  
partonic subprocesses 
NO heavy quark PDF

Calculable short distance cross section; 
log(pT/m) terms kept in fixed order

PDFs

Inclusive heavy-flavored hadron (H) production:

d�H = d�Q ⌦DH

Q
(z)

Convolution with a  
scale-independent FF  
 
* non-perturbative  
* describes hadronization 
* not based on a fact. theorem 



Theoretical approaches: 
Zero Mass Variable Flavor Number Scheme 

(ZM-VFNS)



ZM-VFNS/RS

Factorization formula for inclusive heavy quark (Q) production:

d�H+X
'

X

a,b,c

Z 1

0
dxa

Z 1

0
dxb

Z 1

0
dz fA

a
(xa, µF )f

B

b
(xb, µF )d�̂ab!c+XDH

c
(z, µ0

F
) +O(m2/p2

T
)

• Same factorization formula as for inclusive production of 
pions and kaons 

• Quark mass neglected in kinematics and the short distance 
cross section

• Allows to compute pT spectrum for pT >> m  

• Needs scale-dependent FFs of quarks and gluons into 
the observed heavy-flavored hadron (H)



List of subprocesses in the ZM-VFNSLIST OF SUBPROCESSES: ZM-VFNS

Massless NLO calculation: [Aversa,Chiappetta,Greco,Guillet,NPB327(1989)105]
1. gg → qX
2. gg → gX
3. qg → gX
4. qg → qX
5. qq̄ → gX
6. qq̄ → qX
7. qg → q̄X
8. qg → q̄′X
9. qg → q′X
10. qq → gX
11. qq → qX
12. qq̄ → q′X
13. qq̄′ → gX
14. qq̄′ → qX
15. qq′ → gX
16. qq′ → qX

⊕ charge conjugated processes
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• In the VFNS we need FFs into the heavy 
meson/baryon for:


• Light quarks


• Heavy quarks


• Gluon


• The entire VFNS can be extended to the 
one-particle inclusive case: evolution 
equations for PDFs and FFs and αs; the 
matching conditions across the heavy 
flavor thresholds for PDFs and FFs and αs; 
calculation of the short distance cross 
sections


• In the FFNS we only had one scale-
independent FF of the heavy quark into the 
heavy meson/baryon

Cacciari, Mitov,  
Moch, …



Fragmentation functions

Approach 1: Perturbative FFs (PFFs)

DH

i
(z, µ0

F
) = DQ

i
(z, µ0

F
)⌦DH

Q
(z)

PFF evolved with DGLAP;
short distance;  
boundary condition calculable

Non-pert., scale-independent HF
describing hadronization of heavy 
quark Q into heavy hadron H

Caccciari, Greco, 
Nason, Oleari, ...

Mellin-moments of  DQH(z) determined from e+e- data

Approach 1I: treat FFs into H in the same 
way as FFs into pions or kaons 

Binnewies, Kniehl, Kramer, ...

Non-pert. boundary conditions DiH(z,m) from fit to e+e- data;
Determine FFs directly in x-space; evolved with DGLAP



PFF approachassessed clearly and unambiguously.
In Ref. [10] the CDF Collaboration compares its data

to a theoretical prediction obtained by convoluting the
NLO cross section for bottom quarks with a Peterson
fragmentation function. They use ϵ = 0.006 ± 0.002,
which is the traditional value proposed in Ref. [20]. They
claim that their data is a factor of 2.9 higher than the
QCD calculation.

The purpose of this Letter is precisely to implement
correctly the effect of heavy quark fragmentation in the
QCD calculation. Several ingredients are necessary in
order to do this:

• A calculation with resummation of large transverse
momentum logarithms at the next-to-leading level
(NLL) should be used for heavy quark production
[21], in order to correctly account for scaling viola-
tion in the fragmentation function.

• A formalism for merging the NLL resummed results
with the NLO fixed order calculation (FO) should
be used, in order to account properly for mass ef-
fects [22]. This calculation will be called FONLL
in the following.

• A NLL formalism should be used to extract the
non-perturbative fragmentation effects from e+e−

data [23–29].

We begin by pointing out that, as shown in Refs. [27,28],
the value ϵ = 0.006 is appropriate only when a leading-log
(LL) calculation of the spectrum is used, as is the case in
shower Monte Carlo programs. When NLL calculations
are used, smaller values of ϵ are needed to fit the data.
It must further be pointed out that, as noted in [30,31],
it is not the detailed knowledge of the whole spectrum
of D(z) in z ∈ [0, 1] to be relevant for the calculation of
hadronic cross sections. For the steeply falling differen-
tial distributions dσ/dpT, that have usually a power law
behaviour, the knowledge of some specific moment of the
fragmentation function

DN ≡

∫

D(z)zN dz

z
(2)

is sufficient to obtain the hadronic cross section. In fact,
assuming that dσ̂/dp̂T = Ap̂−n

T
in the neighborhood of

some p̂T value, one immediately finds

dσ

dpT

=

∫

dzdp̂T D(z)
A

p̂n
T

δ(pT − zp̂T) =
A

pn
T

Dn . (3)

Thus, the hadronic cross section is given by the product
of the partonic cross section times the nth moment of the
fragmentation function, where n is the power behaviour
of the cross section in the neighborhood of the value of pT

being considered. In Ref. [31] it is also shown that this
is an excellent approximation to the exact integral in the
cases of interest. The value of n for the pT spectrum in

the region of interest ranges from 3 to 5. It is therefore
clear that, when fitting e+e− data, getting a good deter-
mination of the moments of the non-perturbative frag-
mentation function between 3 and 5 is more important
than attempting to describe the whole z spectrum.

FIG. 1. Moments of the measured B meson fragmentation
function, compared with the perturbative NLL calculation
supplemented with different D(z) non-perturbative fragmen-
tation forms. The solid line is obtained using a one-parameter
form fitted to the second moment.

Fig. 1 shows the moments calculated from the xE (the
B meson energy fraction with respect to the beam en-
ergy) distribution data for weakly decaying B mesons
in e+e− collisions published by the ALEPH Collabora-
tion [32]. The experimental error bars shown in the plot
have been evaluated by taking into account the full bin-
to-bin correlation matrix [33]. Four curves are superim-
posed to the data. All of them have been obtained with
an underlying NLL perturbative description [23,29]. The
bottom quark mass m has been taken equal to 4.75 GeV
and the QCD scale has been fixed to Λ(5) = 0.226 GeV.
Sudakov resummation has not been included, since its
effect is negligible in the low-moment region [29]. These
are the default values of the parameters that we shall use
in this work for the computation of the hadronic cross
section.

The dot-dashed line represents the purely perturbative
part. The dashed line represents the convolution of the
perturbative part described above with a Peterson form
with ϵ = 0.006. It is evident that this produces a poor
description of even the lowest moments. The dotted line
is obtained using ϵ = 0.002, a value known to produce
good fits of the xE distribution when used together with
a NLL perturbative calculation [27,28]. The description
of the moments improves, but the line still cannot fall
within the error bars. There is thus a problem in obtain-
ing a good fit of the low moments of the fragmentation
function using the Peterson parametrization. The prob-
lem can be traced back to the need to fit points with very
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n~3,4,5

Determine HF from N=2 moment in PFF approach; 
not from entire x-spectrum



FFs into B mesons [1] from LEP/SLC data [2]FFS INTO B MESONS [1] FROM LEP1/SLC DATA [2]

Petersen Kartvelishvili-Likhoded

D(x , µ2
0) = N x(1− x)2

[(1− x)2 + ϵx]2
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[1] Kniehl,Kramer,IS,Spiesberger,PRD77(2008)014011
[2] ALEPH, PLB512(2001)30; OPAL, EPJC29(2003)463; SLD, PRL84(2000)4300;
PRD65(2002)092006
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Note: The Petersen function or Kartvelishvili 
function is used here to parameterise the 

boundary condition for the heavy quark FF into 
the heavy meson which is then evolved. 

This is completely different from using a 
Petersen function as the scale independent 

“hadronization function”.



FRAGMENTATION FUNCTIONS INTO D MESONS

BELLE
CLEO
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FF for c → D∗

from fi tting to e+e− data
2008 analysis based on GM-VFNS
µ0 = m

global fi t: data from
ALEPH, OPAL, BELLE, CLEO
BELLE/CLEO fi t
[KKKS: Kneesch, Kramer, Kniehl, IS
NPB799 (2008)]

tension between low and high energy
data sets → speculations about non-
perturbative (power-suppressed) terms
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Theoretical approaches: 
GM-VFNS/FONLL



GM-VFNS

• Similar factorization formula as in the ZM-VFNS, BUT:  

• Quark mass retained in kinematics and the short distance 
cross section

• Allows to compute pT spectrum for pT >> m and pT ~ m  

• Uses the same scale-dependent PFFs of quarks and 
gluons (in the MSbar scheme)  

•  the scale-independent hadronization function might a 
priori differ in FFNS, ZM-VFNS and GM-VFNS 
determinations but to make connection to the fixed 
order calculation it is usually assumed to be the same in 
all cases



List of subprocesses in the GM-VFNSLIST OF SUBPROCESSES: GM-VFNS

Only light lines
1 gg → qX
2 gg → gX
3 qg → gX
4 qg → qX
5 qq̄ → gX
6 qq̄ → qX
7 qg → q̄X
8 qg → q̄′X
9 qg → q′X
10 qq → gX
11 qq → qX
12 qq̄ → q′X
13 qq̄′ → gX
14 qq̄′ → qX
15 qq′ → gX
16 qq′ → qX

Heavy quark initiated (mQ = 0)
1 -
2 -
3 Qg → gX
4 Qg → QX
5 QQ̄ → gX
6 QQ̄ → QX
7 Qg → Q̄X
8 Qg → q̄X
9 Qg → qX
10 QQ → gX
11 QQ → QX
12 QQ̄ → qX
13 Qq̄ → gX , qQ̄ → gX
14 Qq̄ → QX , qQ̄ → qX
15 Qq → gX , qQ → gX
16 Qq → QX , qQ → qX

Mass effects: mQ ≠ 0
1 gg → QX
2 -
3 -
4 -
5 -
6 -
7 -
8 qg → Q̄X
9 qg → QX
10 -
11 -
12 qq̄ → QX
13 -
14 -
15 -
16 -

⊕ charge conjugated processes

[1] Aversa, Chiappetta, Greco, Guillet, NPB327(1989)105
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FONLL = FO+NLL [1]

FONLL = FO+ (RS− FOM0)G(m, pT)

FO: Fixed Order; FOM0: Massless limit of FO; RS: Resummed

G(m, pT ) =
p2T

p2T+25m2 ≃

8

>

>

>

>

>

<

>

>

>

>

>

:

0.04 : pT = m
0.25 : pT = 3m
0.50 : pT = 5m
0.66 : pT = 7m
0.80 : pT = 10m

⇒ FONLL =

(

FO : pT ! 3m
RS : pT " 10m

[1] Cacciari, Greco, Nason, JHEP05(1998)007
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FONLL 

• FFs in N-space in the PFF approach 

• RS-FOM0 gets very large at small pT:  
 
G(m,pT) = pT2/(pT2 + a2 m2) with a=5  
 
needed to suppress this contribution sufficiently rapidly 
 
(GM-VFNS does the suppression via a fine-tuned scale 
choice; both solutions not really satisfactory!)

• Central scale choice for FO, RS, FOM0: mT

• Error bands: μF = μF’ (only two scales varied)

• Predictions for LHC7 in arXiv:1205.6344



NLO Monte Carlo generators: 
MC@NLO and POWHEG



NLO MC generators 

• MC@NLO, POWHEG: hep-ph/0305252, arXiv:0707.3088  
consistent matching of NLO matrix elements with parton 
showers (PS)

• Flexible simulation of hadronic final state  
(PS, hadronization, detector effects)  
 
Note: FONLL and GM-VFNS only one-particle inclusive 
observables

• High accuracy: NLO+LL*  
(FONLL and GM-VFNS have NLO+NLL accuracy)

• Simulation of hadronic final state involves tuning; 
NOT a pure theory prediction!



Current status
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Figure 1. Transverse-momentum distributions of D0 (top), D+ (centre) and D∗+ (bottom) mesons
centrally produced at the LHC with

√
s = 2.76 TeV and compared to ALICE data [9].
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centrally produced at the LHC with

√
s = 7 TeV and compared to ALICE data [10].
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• NLO, NLL, NLO+NLL 
calculations available since 
many years

• Comparison with a large 
variety of data from ALICE, 
ATLAS, CMS and LHCb

• pp, pPb, (PbPb)

• D*,D0,D+,Ds,B,Lc

• Generally good agreement 
between data an GM-VFNS/
FONLL within large scale 
uncertainties



Comparison with LHC data [arXiv:2004.04213]

integrated cross sections were compared with our GM-VFNS calculations using the ⇤+
c FFs

of Ref. [7] for pT � 3 GeV. These GM-VFNS predictions agreed fairly well with the LHCb
data [10].

Our previous calculation of the ⇤±
c production cross section was performed with a choice

of the renormalization and factorization scales which forced us to restrict ourselves to large
pT . To improve this, we repeat these calculations with the same ⇤+

c FF of Ref. [7], but now
using the scale parameters as described in Sect. 2. The cross sections d�/dpT compared
with the LHCb data [10] are shown in Fig. 1, left side. We have rescaled these data1 to be
consistent with a more recent value for the branching ratio of the ⇤+

c ! ⇡+K�p decay [1]
(factor 0.7874). The data thus obtained lie inside the theory uncertainty band which is
obtained from scale variations for µR using scale factors ⇠R ranging from 0.5 to 2.0. The
ratio of data over theory is presented in Fig. 1, right side. For the default scale ⇠R = 1.0,
it agrees with unity inside the experimental errors. The error bars for the data are only
shown for the central curve (full line) corresponding to ⇠R = 1.0. The histograms with
dashed lines correspond to ⇠R = 0.5 and ⇠R = 2.0.

In order to obtain ratios of ⇤+
c over D0 production, we calculate the cross section for

inclusive D0 production with the same kinematical conditions and with the same choice of

1 This rescaling is needed only for the LHCb data. The data analyses of ALICE and CMS to be
discussed below have already used the more recent value of the branching ratio for the ⇤±

c decays.
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Figure 1: Di↵erential ⇤±
c production cross sections at

p
S = 7 TeV as a function of pT

compared with LHCb data. The right plot shows the ratio of data over theory. The dashed
histograms indicate the scale uncertainty for 0.5  ⇠R  2.0.

6

Results are shown with the old Λc FFs from 2006. 
With the new FFs the cross sections are slightly lower(!)  

by 15% in the first pT-bin to 35% in the last pT-bin

Data rescaled by 0.7874 due  
to the more recent BR 
(only needed for LHCb)

LHCb



Comparison with LHC data [arXiv:2004.04213]

scales µF and µR as for ⇤±
c . They include the inclusive production of both charge-conjugate

states, D0 + c.c., as given in the LHCb publication [10]. The predictions are compared
with the data [10] for

p
S = 7 TeV. We find agreement within the theory uncertainty

band given by the scale variation (see Fig. 2, left side). The ratio of data over theory,
shown in the right panel of Fig. 2, is approximately 0.8. Experimental uncertainties are
rather small, and the deviation of this ratio from unity is quite significant, but agrees with
theory within the larger theory uncertainties. Using these results, we can now calculate
the ratio of ⇤+

c and D0 cross sections as a function of pT . The result is shown in Fig. 3.
The predicted ratio is approximately equal to 0.15 and below the experimental value of
' 0.2 by about one standard deviation of the experimental errors. One should note that
the scale dependence of the theory prediction cancels to a good degree in the ratio of cross
sections. The dependence on PDF uncertainties is expected to be much smaller than the
scale dependence [25] and would also cancel to some extent in the ratio of cross sections.

We repeat these calculations to compare with ALICE data [11]. These data have been
obtained for central production |y|  0.5 at

p
S = 7 TeV and in five pT bins between

1 GeV and 8 GeV. One should note that these data are for inclusive ⇤±
c production without

including charge-conjugate states, in contrast to data from the LHCb collaboration. We
choose the prescription of Eq. (5) to fix the renormalization and factorization scales. The
results are shown in Fig. 4, left side, and compared with the ALICE measurements [11].
For all five pT bins the data are larger than our predictions and outside the theory error
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Figure 4: Di↵erential ⇤±
c production cross sections at

p
S = 7 TeV as a function of pT

compared with ALICE data. The right plot shows the ratio of data over theory. The
dashed histograms indicate the scale uncertainty for 0.5  ⇠R  2.0.
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Results are shown with the old Λc FFs from 2006. 
With the new FFs the cross sections are slightly lower(!)  

by 15% in the first pT-bin to 35% in the last pT-bin

ALICE



Λc/D0 ratio [arXiv:2004.04213]
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Figure 8: Di↵erential D0 production cross sections at
p
S = 5.02 TeV as a function of pT

compared with CMS data. The right plot shows the ratio of data over theory. The dashed
histograms indicate the scale uncertainty for 0.5  ⇠R  2.0.
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Figure 9: ⇤+
c to D0 ratio of production cross sections at

p
S = 5.02 TeV as a function of

pT compared with CMS data.
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Figure 6: ⇤+
c to D0 ratios of production cross sections at

p
S = 7 TeV as a function of

pT compared with ALICE data.

section.

Finally, we present results for ⇤±
c and D0 production at

p
S = 5.02 TeV, which we compare

with the recent CMS measurements [12]. Data from CMS are available for d�/dpT in four
pT bins in the range between 5 and 20 GeV, and in the rapidity interval |y| < 1.0. This
kinematic range is similar to the one of the ALICE measurements [11]. Both cover the
central rapidity range, somewhat larger in the case of CMS (|y| < 1.0) than in the case
of ALICE (|y| < 0.5). Our results are shown in Fig. 7, left side, and compared with the
four data points from CMS [12]. The ratio of data over GM-VFNS predictions is presented
in Fig. 7, right side, and agrees with unity at the lower border of the uncertainty band
due to scale variations, i.e. within theory errors. The results of d�/dpT for D0 production
in the same pT bins are shown in Fig. 8, left side. Our results are compared with CMS
data, which we have taken from the corresponding figure in Ref. [28]. We find a very good
agreement between data and the calculation using default scales. The ratio of data over
theory shown in Fig. 8, right side is equal to unity, as expected. The ratio of d�/dpT for
⇤+

c over D0 production is shown in Fig. 9. Theory predicts a ratio of ' 0.15, a result
similar to the one obtained for the LHCb kinematic range shown in Fig. 5, i.e. theory does
not predict for this ratio a strong dependence on the rapidity range. The CMS data for
the ⇤+

c /D
0 ratio shown in Fig. 9 is approximately 0.3, only a factor two larger than the

theoretical result. The data point for the bin 6 < pT < 8 GeV in Fig. 9 can be compared
with a data point in the same pT bin from ALICE, see Fig. 6. The two data di↵er only
by the di↵erent sizes of the y coverage. The ALICE point is found at a value of 0.4± 0.1,
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Figure 2: Di↵erential D0 production cross sections at
p
S = 7 TeV as a function of pT

compared with LHCb data. The right plot shows the ratio of data over theory. The dashed
histograms indicate the scale uncertainty for 0.5  ⇠R  2.0.
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Figure 3: ⇤±
c to D0 ratio of production cross sections at

p
S = 7 TeV as a function of pT

compared with LHCb data.
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• LHCb: Theory < Data by about 1 sigma (scale uncertainty largely cancels)

• ALICE: Theory ~ 0.15, Data ~ 0.6 … 0.4; clear disagreement due to Λc cross section

• CMS: Theory ~ 0.15, Data ~ 0.3;  Are ALICE and CMS data compatible at pT~7 GeV?

• Note: pQCD predicts a flat pT dependence for pT > ~2mc



Predictions for Psi(2s) and X(3872) [arXiv:2103.00876]
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Figure 1: Double di↵erential cross sections times branching fractions for (a)  (2S) (left)
and (b) X(3872) (right) nonprompt hadroproduction at

p
S = 8 TeV, averaged over y in

the region |y|  0.75, as a function of pT . The solid points with error bars represent the
ATLAS data [12]. The solid and the upper and lower dashed histograms represent our
NLO GM-VFNS predictions for ⇠ = 1, 0.5, 2, respectively.

ATLAS dataset corresponding to the long-lifetime contribution determined by the two-
lifetime fit, where the short-lifetime contribution is attributed to the Bc !  (2S) + X
decay. The data corresponding to the one-lifetime fit are quite similar, except that the
cross sections in the first two pT bins are slightly larger. We observe from Fig. 1(a) that
the agreement between experiment and theory is quite good, except for the uppermost pT
bin.

We now turn to X(3872) nonprompt hadroproduction. We convert our results for  (2S)
nonprompt hadroproduction shown in Fig. 1(a) to the X(3872) case by including the R2L

B

ratio listed in Eq. (3). In Fig. 1(b), we compare the outcome with the respective ATLAS
data, again for the two-lifetime fit [12]. The ATLAS data for the single-lifetime fit are
somewhat larger in the first two pT bins. We emphasize that the value of R2L

B in Eq. (3)
comes from the same experimental analysis as the cross sections d�/dpT of inclusive  (2S)
and X(3872) production, albeit from a di↵erent observable, namely from the ratio of long-
livedX(3872) to long-lived  (2S) production rates with additional information from the pT
dependencies [see Fig. 4(b) in Ref. [12]]. Of course, one would like to have this information
also from an independent experiment—for example from  (2S) and X(3872) production
in e+e� annihilation. Unfortunately such information is not available yet.
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Figure 1: Double di↵erential cross sections times branching fractions for (a)  (2S) (left)
and (b) X(3872) (right) nonprompt hadroproduction at

p
S = 8 TeV, averaged over y in

the region |y|  0.75, as a function of pT . The solid points with error bars represent the
ATLAS data [12]. The solid and the upper and lower dashed histograms represent our
NLO GM-VFNS predictions for ⇠ = 1, 0.5, 2, respectively.

ATLAS dataset corresponding to the long-lifetime contribution determined by the two-
lifetime fit, where the short-lifetime contribution is attributed to the Bc !  (2S) + X
decay. The data corresponding to the one-lifetime fit are quite similar, except that the
cross sections in the first two pT bins are slightly larger. We observe from Fig. 1(a) that
the agreement between experiment and theory is quite good, except for the uppermost pT
bin.

We now turn to X(3872) nonprompt hadroproduction. We convert our results for  (2S)
nonprompt hadroproduction shown in Fig. 1(a) to the X(3872) case by including the R2L

B

ratio listed in Eq. (3). In Fig. 1(b), we compare the outcome with the respective ATLAS
data, again for the two-lifetime fit [12]. The ATLAS data for the single-lifetime fit are
somewhat larger in the first two pT bins. We emphasize that the value of R2L

B in Eq. (3)
comes from the same experimental analysis as the cross sections d�/dpT of inclusive  (2S)
and X(3872) production, albeit from a di↵erent observable, namely from the ratio of long-
livedX(3872) to long-lived  (2S) production rates with additional information from the pT
dependencies [see Fig. 4(b) in Ref. [12]]. Of course, one would like to have this information
also from an independent experiment—for example from  (2S) and X(3872) production
in e+e� annihilation. Unfortunately such information is not available yet.
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Name RB ⇥ 102 Source

R[20]

B 18± 8 Extracted from CDF II data [21] in Ref. [20]

R2L

B 3.57± 0.348 ATLAS [12]
RLHCb

B 3.48± 0.39± 0.26 Extracted from LHCb data [29] here

R[30]

B 3.24± 0.29 Extracted from LHCb data [29] in Ref. [30]
RATLAS

B 3.41± 0.37 +0.63
�0.56 Our fit to ATLAS data [12]

RCMS

B 1.89± 0.32 +0.38
�0.33 Our fit to CMS data [11]

RATLAS+CMS

B 2.54± 0.33 +0.49
�0.43 Our joint fit to ATLAS [12] and CMS [11] data

Table 2: Summary of the di↵erent RB determinations discussed in this article.

hadrons by including the appropriate ratio RB of branching fractions. In turn, this enabled
us to determine RB by fitting to ATLAS [12] and CMS [11] data of nonprompt X(3872)
production. This also provided us with a useful test bed to assess determinations of RB by
other authors [12, 20, 29, 30]. Our findings support the results for RB obtained by ATLAS
[12] and LHCb [29, 30], which undershoot a previous result [20] by a factor of about 1/5.
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1 Intoduction

Some time ago, Paolo Bolzoni and two of us calculated the cross section for the inclusive
production of J/ and  (2S) mesons originating from decays of B mesons produced in
pp̄ collisions with center-of-mass energy

p
S = 1.96 TeV at the Fermilab Tevatron and in

pp collisions with
p
S = 7 TeV at the CERN LHC at next-to-leading order (NLO) in the

framework of the general-mass variable-flavor number scheme (GM-VFNS) in connection
with nonrelativistic-QCD (NRQCD) factorization [1]. In Ref. [1], the transverse momentum
(pT ) distributions of such nonprompt J/ mesons measured by the CDF II [2, 3], CMS
[4, 5], LHCb [6, 7], ATLAS [8], and ALICE [9] Collaborations were found to be very well
described by our predictions, with respect to both absolute normalization and line shape.
Similarly, the pT distributions of  (2S) nonprompt production measured by CDF II [3],
CMS [5], and LHCb [7] were rather well described by our calculations.

In 2003, a narrow charmonium-like state was discovered in exclusive B+ ! J/ K+⇡+⇡�

decays by the BELLE Collaboration [10]. The subsequent development was described
in detail in publications by CMS [11] and ATLAS [12], where the first measurements of
X(3872) at the LHC were reported, and in two review articles [13, 14].

In 2017, ATLAS published measurements of the  (2S) and X(3872) cross sections in pp
collisions at

p
S = 8 TeV, for both prompt and nonprompt production [12]. Both the  (2S)

andX(3872) hadrons were detected via their decays to J/ ⇡+⇡�. The experimental results
for prompt production were found to be in agreement with predictions of nonrelativistic
QCD (NRQCD) factorization [15, 16, 17]. The  (2S) nonprompt production cross section
was compared with FONLL predictions [18] and also found to agree very well with the
ATLAS data [12].

Also the cross section of X(3872) nonprompt production measured by ATLAS [12] was
compared with theory. Specifically, the nonprompt  (2S) production cross section evalu-
ated in the FONLL scheme was rescaled by the ratio of branching fractions1

RB =
Br(B ! X(3872) +X)Br(X(3872) ! J/ ⇡+⇡�)

Br(B !  (2S) +X)Br( (2S) ! J/ ⇡+⇡�)
, (1)

which was evaluated using the result Br(B ! X(3872) +X)Br(X(3872) ! J/ ⇡+⇡�) =
(1.9 ± 0.8) ⇥ 10�4 extracted in Ref. [20] from Tevatron data [21] and the values Br(B !
 (2S) +X) = (3.07± 0.21)⇥ 10�3 and Br( (2S) ! J/ ⇡+⇡�) = 0.3446± 0.0030 quoted
by the Particle Data Group [22] to give

R[20]

B = 0.18± 0.08 . (2)

This led to an overestimation of the ATLAS data by a large factor, increasing with pT from
about 4 to about 8 [12].

1Notice that Eq. (1) implies a summation over the various B-hadron species and that the tacitly
assumed universality of RB is based on the assumption that the B-hadron fragmentation functions (FFs)
are process independent, as they should by the factorization theorem [19].
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• Differential predictions for 
bbar@NNLO now available! 
[2010.11906]

• NNLO corrections are 
sizable (25% increase) and 
reduce perturbative 
uncertainties (which remain 
important)

• More phenomenological 
studies needed! Fragmentation 
Function effects to be included

• Future work: NNLO+NLL

• NNLL?
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Figure 4: Transverse momentum distribution at the LHC for the scale choice µ0 = mT , forp
s = 7 TeV (left) and 13 TeV (right). The lower panels show the ratio to the NNLO prediction.

µ0 = 2mT and µ0 = HT /2, we obtain relative di↵erences that are similar to those predicted at

the Tevatron (Fig. 2). Therefore, we set µ0 = mT , and in Fig. 4 we show our LHC results atp
s = 7 TeV (left panel) and 13 TeV (right panel). The shape of the pT,bav distribution is rather

similar to what was observed at the Tevatron, and the peak is located at pT,bav ⇠ 4 GeV. The

average transverse momentum is only slightly larger at LHC energies, being (at both NLO and

NNLO) 5.5 GeV and 5.9 GeV at
p

s = 7 and 13 TeV, respectively.

We see that, as already observed at the Tevatron, LO and NLO predictions are consistent

within uncertainties only in the low-pT,bav region, while they present very di↵erent shapes in the

tail of the distribution, where the NLO corrections become very large. In this region the LO and

NLO scale uncertainty bands do not overlap. The inclusion of NNLO corrections leads to a nice

stabilisation of the perturbative result, analogously to what we have observed for the total cross

section. In particular, the uncertainty band at NNLO is smaller than at NLO, and it overlaps

with the latter over the entire region of transverse momenta. At small transverse momenta

the NNLO scale uncertainty is larger than at the Tevatron, consistently with our observation

for the corresponding total cross sections. On the contrary, at large transverse momenta the

NNLO band is smaller at the LHC (note that the plots in Fig. 4 extend to pT,bav = 50 GeV,

while the Tevatron result in Fig. 2 is shown up to 25 GeV).

The rapidity distribution of the bottom quark, computed with µ0 = mb, is shown in Fig. 5

for
p

s = 7 TeV (left) and 13 TeV (right). The two distributions at di↵erent LHC energies

show a similar behaviour. The impact of QCD radiative corrections is uniform in rapidity and,

therefore, it does not produce sizeable changes in the shape3 of the distribution (even from LO

3 The shape of d�/dy at di↵erent perturbative orders also depends on the PDFs at the corresponding order.
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Conclusions

• NLO+NLL generally in agreement with data within large scale 
uncertainties

• Recent work for Lc, Psi(2S) and X(3872) production

• NNLO differential distributions available know

• Cross section larger by ~25%

• Scale uncertainty reduced

• More phone with NNLO necessary (pp, pA)

• Including FFs

• Inclusive hadrons

• NNLO+NLL? NNLO+NNLL?


