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Exploring the SUSY parameter space

1. Choose parameter point

2. Calculate observables

3. Compare with data

→ Likelihood

• Challenges:

• Curse of dimensionality

• Complex hyperplanes due to
relic density

• Traditional solution: MCMC

• New: learn likelihood with ML?
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Figure 3: LSP mass, mass splitting between the LSP and the pseudoscalar mediator, and invisible Higgs branching ratio
now for µ = 220 GeV (upper row) and µ = 320 GeV (lower row) in the ̃�M1, ̃��, and ̃�M1 plane. Correspondingly
we choose A = �280 GeV and -380 GeV. As in Fig. 2 all displayed points are compatible with the relic density, Xenon,
a chargino mass above 103 GeV, and the correct SM-like Higgs mass. Moreover, they always have an invisible branching
ratio BR(H125 ! �̃�̃) > 10%. The black points are consistent with the galactic center excess.

instead of 40 GeV. Similarly, the high-mass strip moves down from m�̃ = 48 GeV to 46 GeV. Altogether, in
the lower left panel of Fig. 3 we see that the annihilation regions mediated by the Z-funnel and the H1 funnel
with m�̃ = 55 GeV clearly separate.

The annihilation processes can now best be identified in the central lower panel of Fig. 3, showing the
correlation between ̃ and �. Annihilation through a Z-boson occurs in the two parallel strips with ̃ ⇡ 0.065
and ̃ ⇡ 0.07. They are divided by the actual on-shell condition 2m�̃ = mZ , for which LSP annihilation
becomes too e�cient.

Following Eq.(4) and replacing A� through Eq.(6) we see that the H1 mass increases with � directly, as well
as indirectly via A. Larger values of � lead to a steeper increase of the scale dependence and thereby increases
A at the 10 TeV scale. At the same time the neutralino mass increases with ̃. This explains why for an
annihilation via H1 we find a strip increasing from ̃ ⇡ 0.02 and � ⇡ 0.24 to ̃ ⇡ 0.06 and � = 0.4

For the galactic center excess the annihilation via the pseudoscalar A1 is crucial. The LSP mass decreases
with , while the mediator mass mA1

decreases with �. This is caused by the renormalization group running,
which for larger � pushes A to larger values at 10 TeV. Following Eq.(7) the pseudoscalar mass includes a
factor �A, which means it indeed decreases with increasing �. To maintain the relation between the LSP and
mediator masses, � and ̃ have to be anti-correlated. This is what we observe in the two A1-mediated strips in
the central lower panel of Fig. 3. These strips with the e�cient pseudoscalar mediator also accommodate the
galactic center excess, as expected from the simplified model analysis [24]. Again, as before the A1-mediated
annihilation blends in with Z-mediated annihilation.

For µ = 320 GeV we find an increasingly small number of parameter points which accommodate the galactic
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SUSY exploration vs Event generation

High dim. parameter space←→ High dim. final state

Likelihood L ←→ Cross section
dσ

dp

Narrow DM funnel ←→ Narrow Breit Wigner

Expensive observables ←→ Higher order cross section

⇒ Explore similar techniques
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Event generation in a nutshell

1. Generate phase space points

2. Calculate event weight

wevent = f (x1,Q
2)f (x2,Q

2) × M(x1, x2, p1, . . . pn) × J(pi (r))−1

3. Unweighting via importance sampling
→ optimal for w ≈ 1
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Event generation in a nutshell

Matrix element

wevent = f (x1,Q
2)f (x2,Q

2) × M(x1, x2, p1, . . . pn) × J(pi (r))−1

PDF Phase space mapping
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- NNPDF since 2002(!)
- S. Carrazza, J. Cruz-Martinez
[1907.05075]

Phase space mapping
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Event generation in a nutshell

Figure 5: Comparison of a single neural network (left) vs. our ensemble approach (right)
in estimating the differential cross-section against y, where y is the minimum yij as ordered
by pT . Data is normalised to the maximum Njet bin value. Uncertainty bands denote
1 s.d. calculated over 20 trained models (red and green) and Monte Carlo error on the
Njet result (blue). – 13 –

- Amplitude estimation
- S. Badger, J. Bullock [2002.07516]
- J. Bendavid [1707.00028]

wevent = f (x1,Q
2)f (x2,Q

2) × M(x1, x2, p1, . . . pn) × J(pi (r))−1

- NNPDF since 2002(!)
- S. Carrazza, J. Cruz-Martinez
[1907.05075]

Phase space mapping
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(a) 3-jet production
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(b) 4-jet production

Figure 4: Event weight distributions for sampling the total cross section for gg!n jets for
p

s = 1 TeV
with N = 106 points, comparing VEGAS optimisation, NN-based optimisation and an unoptimised
(“Uniform”) distribution. Note that we now use a logarithmic scale for the x axis. The inset plot
in (b) shows the peak region in more detail and using a linear scale.

an upcoming study [36], where increasing the final-state multiplicity (and hence the number of channels) in
V + jets production also leads to a rapid reduction in the gain factor.

However, the results for the top quarks and the 3-jet production are promising and indicate that con-
ventional optimisers such as VEGAS can potentially be outperformed by NN-based approaches also for more
complex problems in the future. To this end the computational challenges outlined above need to be ad-
dressed. In future research we will therefore aim to extend the range in final-state multiplicity while keeping
the training costs at an acceptable level, and—if successful—to implement the new sampling techniques
within the SHERPA general-purpose event generator framework. A starting point should be the further study
and comparison of alternative ways to integrate our NN approach within multi-channel sampling, beginning
with our ansatz and the one proposed in [36], to find out if the scaling behaviour can be optimised. On the
purely NN side, the exploration of possible extensions or alternatives to piecewise-quadratic coupling layers
is promising, such as [51]. Also adversarial training has the potential to reduce training times significantly.
The limitation of the statistical accuracy by a large number of zero-weight events found in the jet-production
examples furthermore suggests that it is worthwhile to investigate the construction of optimised importance
sampling maps that better respect common phase space cuts, or alternatively to modify the optimisation
procedure to further reduce the generation of points outside the fiducial phase space volume.
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- Learn phase space mapping (→
w ≈ 1)
- Gao et al. [2001.10028]
- Bothmann et al. [2001.05478]
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ML solutions for generative models

VAE

all kinds of hybrids
VAE-GAN

GAN

NF
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Generative Adversarial Networks

Discriminator [D(xT ) → 1, D(xG ) → 0]

LD =
〈
− logD(x)

〉
x∼PTruth

+
〈
− log(1−D(x))

〉
x∼PGen

→ −2 log 0.5

Generator [D(xG ) → 1]

LG =
〈
− logD(x)

〉
x∼PGen

⇒ Equilibrium
⇒ New statistically independent samples
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How to GAN LHC events [1907.03764]

• tt̄ → 6 quarks

• 18 dim output
• external masses fixed
• no momentum conservation

+ Flat observables X

– Systematic undershoot in tails [10-20% deviation]
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Training on weighted events

Low unweighting efficiencies → bottleneck before training

→ Train on weighted events

→ LD =
〈
− w logD(x)

〉
x∼PTruth

+
〈
− log(1− D(x))

〉
x∼PGen
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Large amplification wrt. unweighted data!
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Normalizing flows
Invertible neural networks

z ∼ N x ∼ Ppart

+ Bijective mapping

+ Fast evaluation in both directions

+ Tractable Jacobian

+ Enable correction for perfect precision

+ Extendable to Bayesian invertible networks

+ Trainable on either density or samples
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Training on density
Sherpa [2001.05478, 2001.10028]

z ∼ N x ∼ Ppart

• z ∼ N → NN → x ∼ px
• px(x) = pz(z) · JNN
• Given target density t(x)

→ Train NN to minimize log(pz(z) · JNN/t(x))

• Problem: Calculate f (x) each time
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Training on samples
with T, Heimel, S. Hummerich, T. Krebs, T. Plehn, A. Rousselot, S. Vent [arXiv:2110.XXXXX]

x ∼ Psamp z ∼ N

• x ∼ psamples → NN → z

→ Train NN to ensure z ∼ N
• Loss: Maximize posterior over network weights:

− log(p(θ|x)) = − log(p(x |θ))− log(p(θ)) + const.

= − log(p(z |θ))− log(J)− log(p(θ)) + const.
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Results

Z+ jets
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Results

Z+ jets
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Uncertainties

• Bayesian approach to network
parameters:

• replace each weight by
Gaussian N (µ, σ)

• prior is normal distribution

• sampling over network
weights yields distribution
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Results

Inclusive Z+jets production
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How can we explore parameter spaces with ML?

• Speed up expensive calculations (regression networks)

• Explore parameter space with generative models (GAN, NF/INN)

• Develop iterative procedure to train while exploring
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