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Overview
Topics to be covered

• Why the South Pole Telescope


• The role of weak-lensing data


• The role of numerical simulations


• Select results and work in preparation


• (Ask me about the role of X-ray data later, it’s interesting!)
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Let’s do a cosmological analysis!
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SPTpol
150 GHz

From Brad Benson

Cluster of Galaxies

I. Find cluster candidates

Clean and well-understood selection 
of cluster candidates


(Jean-Baptiste Melin’s talk tomorrow!)
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II. Multi-observable dataset
as of 2019

• SPT: detection significance, filter scale, RA, DEC 
selection: ξ > 5, z > 0.25 
Bleem+15, but also Planck, Atacama Cosmology Telescope (ACT)


• Optical/NIR/spectroscopy: cluster confirmation, redshift 
Bleem+15, Bayliss+17, Khullar+19, many more


• X-ray: gas mass profiles, YX(r) (gas mass x temperature) using Chandra 
McDonald+13,17 

• Weak lensing: shear profiles, source redshift distribution 
using Magellan and Hubble 
Schrabback…Bocquet…+18, Dietrich,Bocquet+19


• All these are observables. I did NOT say “we measured masses”
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ABSTRACT
We present comparison of X-ray proxies for the total cluster mass, including the spectral temperature (TX),

gas mass measured within r500 (Mg), and the new proxy, YX, which is a simple product of TX and Mg and is
related to the total thermal energy of the ICM. We use mock Chandra images constructed for a sample of clus-
ters simulated with the eulerian N-body+gasdynamics adaptive mesh refinement ART code in the concordance
ΛCDM cosmology. The simulations achieve high spatial and mass resolution and include radiative cooling,
star formation, and other processes accompanying galaxy formation. Our analysis shows that simulated clusters
exhibit a high degree of regularity and tight correlations between the considered observables and total mass.
The normalizations of the M − TX, Mg − TX, and M − YX relations agree to better than ≈ 10 − 15% with the
current observational measurements of these relations. Our results show that YX is the best mass proxy with a
remarkably low scatter of only ≈ 5 − 7% in M500 for a fixed YX, at both low and high redshifts and regardless
of whether clusters are relaxed or not. In addition, we show that redshift evolution of the YX − M500 relation is
close to the self-similar prediction, which makes YX a very attractive mass indicator for measurements of the
cluster mass function from X-ray selected samples.
Subject headings: cosmology: theory - galaxies: evolution - galaxies: clusters - clusters: formation - methods:

numerical

1. INTRODUCTION
The evolution of the cluster abundance is one of the most

sensitive probes of cosmology, which can constrain the power
spectrum normalization, matter content, and the equation of
state of the dark energy. The potential and importance of
these constraints have motivated efforts to construct several
large surveys of high-redshift clusters during the next several
years. However, in order to realize the full statistical power
of the upcoming cluster surveys, it is paramount that the rela-
tion between cluster mass and observables and any potential
biases are well known.

Several cluster observables based on the galaxy velocities,
optical light, X-ray observables such as luminosity, temper-
ature, mass of the intracluster medium (ICM), and Sunyaev-
Zel’dovich (SZ) flux have been proposed and used in the lit-
erature as proxies of the total cluster mass (see Voit 2005, for
a recent comprehensive review). In this study we focus on
the mass indicators derived from cluster X-ray observables,
which provide a handle on the properties of the hot ICM com-
ponent. X-ray luminosity, LX, computed using the flux inte-
grated within a certain radius or a range of radii, is expected to
correlate with cluster mass (e.g., Kaiser 1986) and is the most
straightforward mass indicator to measure observationally. LX
has been used for cosmological fits to the cluster samples
from ROSAT All-Sky Survey (Reiprich & Böhringer 2002;
Allen et al. 2003) and Deep Cluster Survey (Borgani et al.
2001). However, LX is also the least accurate (internally)
of all proposed X-ray proxies for Mtot. LX is dominated by
the cluster cores and thus is particularly susceptible to non-
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gravitational processes in the ICM. Given the large scatter in
the LX−TX relation (e.g., David et al. 1993; Markevitch 1998;
Ikebe et al. 2002), the LX −M relation for real clusters proba-
bly also has significant scatter (Stanek et al. 2006). The slope
of the LX − M relation deviates from the self-similar predic-
tion (e.g., Allen et al. 2003). In addition, X-ray luminosity is
notoriously difficult to reliably model in cosmological simu-
lations (e.g., Anninos & Norman 1996; Lewis et al. 2000), a
significant disadvantage given that simulations are often used
to get a handle on the expected evolution of the mass vs. proxy
relations. These problems could potentially be alleviated with
sufficient angular resolution by excising the flux from cluster
cores, responsible for most of the scatter (Markevitch 1998).

The most common choice of mass proxy used to mea-
sure the cluster number density and constrain cosmologi-
cal parameters is the X-ray temperature of the intraclus-
ter plasma (e.g., Henry & Arnaud 1991; Oukbir & Blanchard
1992; Markevitch 1998; Henry 2000; Seljak 2002; Ikebe et al.
2002; Pierpaoli et al. 2003). Until recently, there was a
large apparent systematic uncertainty in the normalization
of the M − TX relation, as evidenced, for example, by a
≈ 30 − 50% discrepancy between observational measure-
ments and cosmological simulations (e.g., Finoguenov et al.
2001; Pierpaoli et al. 2003). Over the last several years the
M − TX normalization was revised both in simulations and
observations due to (1) inclusion of more realistic physics
in cosmological simulations (e.g., radiative cooling and star
formation, Davé et al. 2002, Muanwong et al. 2002), (2) im-
proved analyses of observed clusters using more realistic
gas density profiles (e.g., Borgani et al. 2004; Vikhlinin et al.
2006), (3) more reliable measurements of the cluster temper-
ature profiles (Markevitch et al. 1998; Nevalainen et al. 2000;
Arnaud et al. 2005; Vikhlinin et al. 2006), and (4) better un-
derstanding of the meaning of the mean spectral X-ray tem-
perature, TX, and the use of uniform definition of TX in ob-
servations and in simulations analyses (Mazzotta et al. 2004;
Rasia et al. 2005; Vikhlinin 2006). The current agreement be-
tween models and observations is ≈ 10% (see below).

15

A B

E F

C DD

Fig. 8.— A sample of clusters from the 2500 deg2 SPT-SZ cluster catalog. For each cluster we display an optical/NIR rgb image
with the SZ detection contours over-plotted; see §6.4 for more details on particularly notable systems. (a) SPT-CL J2248�4431 (ACO
S1063; ⇠ = 42.4, z = 0.351). This cluster is the most significant detection in the SPT sample (MPG/ESO WFI IRV -band image). (b)
SPT-CL J2106�5844 (⇠ = 22.2, z = 1.132)—also shown in SPT mm-wave data in Figure 1—is the most massive known cluster at z > 1.
(Spitzer/IRAC 3.6 µm, Magellan/FourStar J -band, Magellan/IMACS i-band image) (c) SPT-CL J0410�6343 (⇠ = 5.6, z = 0.52) is a
“typical” SPT cluster at approximately the median redshift and ⇠ of the confirmed cluster sample. (Blanco/MOSAIC-II gri-band image).
(d) SPT-CL J0307�6225 (⇠ = 8.5, z = 0.581) is undergoing a major merger. As SZ selection is not greatly influenced by mergers or
complicated astrophysics at the cores of clusters (e.g., Motl et al. 2005, Fabjan et al. 2011), the SPT sample is representative of the
entire population of massive clusters (Magellan/Megacam gri-band image). (e) SPT-CL J2344�4243 (the “Phoenix Cluster”; ⇠ = 27.4,
z = 0.596) is the most X-ray luminous cluster known. We confirm this cluster as a strong lens using newly-acquired Megacam imaging
(Magellan/Megacam gri-band image). (f) SPT-CL J0307�5042 (⇠ = 8.4, z = 0.55) is one of many strong-lensing clusters in the SPT
sample (Magellan/Megacam gri-band image).

32 J. P. Dietrich et al.

(a) Surface mass density of SPT-CLJ0254�5857.
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(b) Tangential shear profile of SPT-CLJ0254�5857.

Figure B3. Same as Figure B1 for SPT-CLJ0254�5857.

(a) Surface mass density of SPT-CLJ0307�6225. (b) Tangential shear profile of SPT-CLJ0307�6225.

Figure B4. Same as Figure B1 for SPT-CLJ0307�6225.

MNRAS 000, 1–41 (2018)
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III. Analysis and modeling strategy
• Framework for observable—mass relation P(obs | M,z)


• the bigger a halo, the stronger its SZ, X-ray, and lensing signature will be (also add redshift evolution)


• There is intrinsic scatter in observable—mass relation (no two clusters are the same)


• The scatter among different observables could be correlated 
(due to, e.g, triaxiality, AGN activity, star formation)


• Likelihood function for the cluster sample 
and its follow-up data


• Nota bene: We are not measuring a halo mass. We are modeling observables.


• In fact, the variable M is marginalized over.
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At that point, we will need to extend our observable–mass
relation to allow additional freedom.

3.1.2. The Weak-lensing Observable–Mass Relation

The WL modeling framework used in this work is
introduced in D19, and we refer the reader to their Section
5.2 for details.

The WL observable is the reduced tangential shear profile
gt(θ), which can be analytically modeled from the halo mass
M200c, assuming an NFW halo profile and using the redshift
distribution of source galaxies (Wright & Brainerd 2000).
Miscentering, halo triaxiality, large-scale structure along the
line of sight, and uncertainties in the concentration–mass
relation introduce bias and/or scatter. As introduced in
Equation (3), we assume a relation lnMWL=ln(bWLMtrue)
and use numerical simulations to calibrate the normalization
bWL and the scatter about the mean relation. Our WL data set
consists of two subsamples (Megacam and HST) with different
measurement and analysis schemes. We expect some systema-
tics to be shared among the entire sample, while others will
affect each subsample independently.

We model the WL bias as

b b
b

b
i HST

,
Megacam, , 9

i i

i

i i

WL, WL mass,

WL,bias WL mass model,

measurement systematics,

d
d

=
+ D
+ D

Î { } ( )

where bWL mass is the mean bias due to WL mass modeling,
ΔbWL mass model is the uncertainty on bWL mass, and
Δbmeasurement systematics is the systematic measurement uncer-
tainty due to multiplicative shear bias and uncertainties in the
determination of the source redshift distribution; δWL,bias,
δMegacam, and δHST are free parameters in our likelihood. With
this parameterization, we apply Gaussian priors 0, 1&( ) on the
three fit parameters. The numerical values of the different
components of the WL bias are given in Table 1.

The width of the (lognormal) scatter that is intrinsic to fitting
WL shear profiles against NFW profiles is

i
,

Megacam, HST , 10
i i iWL, intrinsic, WL,scatter intrinsic,s s d s= + D
Î { } ( )

where σintrinsic and Δσintrinsic are the mean intrinsic scatter and
the error on the mean, respectively (given in Table 1); δWL,scatter

is a free parameter in our likelihood on which we apply a
Gaussian prior 0, 1&( ).

Finally, the width of the (normal) scatter due to uncorrelated
large-scale structure is

i
,

Megacam, HST , 11
i i i iWL,LSS, LSS, WL,LSS, LSS,s s d s= + D
Î { } ( )

with the mean scatter σLSS and the error on the mean ΔσLSS
given in Table 1, and where we apply a Gaussian prior 0, 1&( )
on the fit parameters WL,LSSMegacamd and WL,LSSHSTd .

For reference, the total systematic error in the WL calibration
is 5.6% for the Megacam sample (D19) and 9.2%–9.4% for the
HST sample (S18). Given the small sample size of 19 and 13
clusters, our WL mass calibration is still dominated by
statistical errors.

3.2. Likelihood Function

The analysis pipeline used in this work evolved from the
code originally used in a previous SPT analysis (Bocquet et al.
2015). Since then, we have updated it to the full 2500 deg2

survey, included the handling of WL data and the ability to
account for correlated scatter among all observables, and
modified the X-ray analysis (see Section 3.2.2). The pipeline is
written as a module for COSMOSIS (Zuntz et al. 2015) and was
also used for other WL scaling relation studies of SPT-SZ
clusters (D19; Stern et al. 2019).
We start from a multi-observable Poisson log-likelihood

p
p

p

dN Y g z

d dY dg dz

d dY dg dz

dN Y g z

d dY dg dz

ln ln
, , ,

, , ,

const, 12

i
Y g z

X t

X t
, , ,

X t

X t

X t
s

i i i iX t
$ å

x
x

x

x
x

=

-

´ Q

+

x

⎡
⎣⎢

⎤
⎦⎥

∬ ∬

( ) ( ∣ ) ∣

( ∣ )

( )

where the sum runs over all clusters i in the sample, and Θs is
the survey selection function; in our case Θs=Θ(ξ>5,
z>0.25).
As discussed in Bocquet et al. (2015) and explicitly shown in

their Appendix, we rewrite the first term in Equation (12) as
pP Y g z, , , p

i i Y g
dN z

d dz zX t ,
,

,i i i iX t
x ´ x

x x( ∣ )∣ ∣( ∣ ) . The second term in
Equation (12) represents the total number of clusters in the
survey, which are selected in ξ and z (and without any selection
based on the follow-up observables). Therefore, this term
reduces to pd dz dN z d dz,sò x x xQ ( ∣ ) . With these modifica-
tions, and after explicitly setting the survey selection, the
likelihood function becomes

p
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up to a constant. The first sum runs over all clusters i in the
sample, and the second sum runs over all clusters j with YX

and/or WL gt measurements.
The first two terms in Equation (13) can be interpreted as the

likelihood of the abundance (or number counts) of SZ clusters,
while the third term represents the information from follow-up
mass calibration. These two components are also visualized in
the analysis flowchart in Figure 3: the number counts on the
lower left side use the distribution of clusters in (ξ, z) space,
and the mass calibration on the lower right also uses all
available WL and X-ray follow-up data.
We note that the subsamples of clusters that were targeted

for follow-up WL and/or X-ray data were selected at random
within some cuts in ξ and redshift. Importantly, the selection
was not made on WL and/or X-ray measurements. Therefore,
the likelihood function presented above is complete; impor-
tantly, it does not suffer from biases from WL and/or X-ray
selections.
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3.2.1. Implementation of the Likelihood Function

We compute the individual terms in Equation (13) as
follows:

p
p

p
p

dN z
d dz

dM d P P M z

dN M z
dMdz

z

,
, ,

,
, , 14

x
x
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( ∣ ) ( )] ( )

where pz,W( ) is the survey volume and pdN M z dMdz,( ∣ ) is
the HMF. We evaluate Equation (14) in the space (ξ, z) by
convolving the HMF with the intrinsic scatter in pP M z, ,z( ∣ )
and the measurement uncertainty in P x z( ∣ ).

The first term in Equation (13) is computed by evaluating
Equation (14) at each cluster’s measured (ξi, zi), marginalizing
over photometric redshift errors where present. The second
term is a simple two-dimensional integral over Equation (14).

Our cluster sample contains 22 SZ detections for which no
optical counterparts were found; these were assigned lower
redshift limits zlim in Bleem et al. (2015). We used simulations
to determine the expected false-detection rate dNfalse(ξ)/dξ
given survey specifics (see Section 2.2 and Table 1 in dH16).
For each unconfirmed cluster candidate, we evaluate a modified
version of the first term in Equation (13),

p pdN z
d dz

dN z
d dz

dN
d

, ,

, 15
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false

x
x

x
x

x
x

=

+

( ∣ ) ( ∣ )
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and marginalize over the candidate’s allowed redshift range
z zlim < < ¥. Note that the total expected number of false
detections d dN dfalseò x x x( ) is independent of p and is
therefore neglected in Equation (13). The expected number of
false detections in the SPT-SZ survey is 18±4, which is
consistent with our 22 unconfirmed candidates (dH16). In
practice, we obtain essentially unchanged results if we simply
discard the 22 optically unconfirmed SZ detections from the
catalog. There are nine clusters that are detected in the overlap
region between adjacent SPT fields. We follow dH16 and
double-count these clusters in our analysis. Accounting for

only one object of each pair of these clusters instead does not
change our results in any significant way.
The mass calibration term in Equation (13) is computed as

p

p p

P Y g z

dM d dY dM
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with the HMF pP M z,( ∣ ) and the multi-observable scaling
relation pP Y M M z, , , ,X WLz( ∣ ) that includes the effects of
correlated scatter. Computing this multidimensional integral in
the (ζ, YX, MWL) space is expensive. We minimize the
computational cost of this step by (i) only considering parts
of the (ζ, YX, MWL) space that have non-negligible probability
densities (we estimate this subspace from the measurements
and p), (ii) using fast Fourier transform convolutions, and (iii)
only performing this computation for clusters that actually have
both follow-up measurements YX and MWL; otherwise, we
restrict the computation to the much cheaper two-dimensional
(YX, ζ) or (MWL, ζ) spaces. The mass calibration term does not
need to be computed at all for clusters that have no X-ray or
WL follow-up data.

3.2.2. Update of the X-Ray Analysis Scheme

The X-ray observable is a measurement of the radial YX
profile. The scaling relation, on the other hand, predicts a value
of the observable integrated out to r500 for a given M500. In a
self-consistent analysis, the likelihood should be extracted by
comparing the data and the model prediction at the same radius.
In previous SPT analyses, a YX value was extracted from the

profile by iteratively solving for the radius riter at which the
measured YXand the X-ray scaling relation prediction from
Equation (2) match (the scaling relation is evaluated at
M r4 3 500 c500 iter

3p rº ). This iteration was repeated for each
set of parameters p, but within a fixed reference cosmology.
However, this method introduces a bias, because riter is
not equal to the radius r500 at which the scaling relation

pP Y M M z, , , ,X WL 500z( ∣ ) in Equation (16) is evaluated.

Table 1
WL Modeling Parameters (S18; D19)

Effect Parameter Impact on Mass

Megacam HST

Intrinsic scatter σintrinsic 0.214 0.26–0.42
Δ(Intrinsic scatter) Δσintrinsic 0.04 0.021–0.055
Uncorrelated LSS scatter σLSS 9×1013 Me 8×1013 Me

Δ(Uncorrelated LSS scatter) ΔσLSS 1013 Me 1013 Me

WL mass bias bWL mass 0.938 0.81–0.92
Mass modeling uncertainty ΔbWL mass model 4.4% 5.8%–6.1%
Systematic measurement uncertainty Δbmeasurement systematics 3.5% 7.2%
Total systematic uncertainty N/A 5.6% 9.2%–9.4%

Note.The WL mass bias and the (lognormal) intrinsic scatter are calibrated against N-body simulations. Among other effects, they also account for the uncertainty and
the scatter in the c(M) relation. This is done separately for each cluster in the HST sample leading to a range of values; here we report the smallest and largest
individual values. The mass modeling uncertainty accounts for uncertainties in the calibration against N-body simulations and in the centering distribution. The
systematic measurement uncertainties account for a multiplicative shear bias and the uncertainty in estimating the redshift distribution of source galaxies. Uncorrelated
large-scale structure along the line of sight leads to an additional, Gaussian scatter.
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3.2.1. Implementation of the Likelihood Function

We compute the individual terms in Equation (13) as
follows:
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where pz,W( ) is the survey volume and pdN M z dMdz,( ∣ ) is
the HMF. We evaluate Equation (14) in the space (ξ, z) by
convolving the HMF with the intrinsic scatter in pP M z, ,z( ∣ )
and the measurement uncertainty in P x z( ∣ ).

The first term in Equation (13) is computed by evaluating
Equation (14) at each cluster’s measured (ξi, zi), marginalizing
over photometric redshift errors where present. The second
term is a simple two-dimensional integral over Equation (14).

Our cluster sample contains 22 SZ detections for which no
optical counterparts were found; these were assigned lower
redshift limits zlim in Bleem et al. (2015). We used simulations
to determine the expected false-detection rate dNfalse(ξ)/dξ
given survey specifics (see Section 2.2 and Table 1 in dH16).
For each unconfirmed cluster candidate, we evaluate a modified
version of the first term in Equation (13),
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and marginalize over the candidate’s allowed redshift range
z zlim < < ¥. Note that the total expected number of false
detections d dN dfalseò x x x( ) is independent of p and is
therefore neglected in Equation (13). The expected number of
false detections in the SPT-SZ survey is 18±4, which is
consistent with our 22 unconfirmed candidates (dH16). In
practice, we obtain essentially unchanged results if we simply
discard the 22 optically unconfirmed SZ detections from the
catalog. There are nine clusters that are detected in the overlap
region between adjacent SPT fields. We follow dH16 and
double-count these clusters in our analysis. Accounting for

only one object of each pair of these clusters instead does not
change our results in any significant way.
The mass calibration term in Equation (13) is computed as
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with the HMF pP M z,( ∣ ) and the multi-observable scaling
relation pP Y M M z, , , ,X WLz( ∣ ) that includes the effects of
correlated scatter. Computing this multidimensional integral in
the (ζ, YX, MWL) space is expensive. We minimize the
computational cost of this step by (i) only considering parts
of the (ζ, YX, MWL) space that have non-negligible probability
densities (we estimate this subspace from the measurements
and p), (ii) using fast Fourier transform convolutions, and (iii)
only performing this computation for clusters that actually have
both follow-up measurements YX and MWL; otherwise, we
restrict the computation to the much cheaper two-dimensional
(YX, ζ) or (MWL, ζ) spaces. The mass calibration term does not
need to be computed at all for clusters that have no X-ray or
WL follow-up data.

3.2.2. Update of the X-Ray Analysis Scheme

The X-ray observable is a measurement of the radial YX
profile. The scaling relation, on the other hand, predicts a value
of the observable integrated out to r500 for a given M500. In a
self-consistent analysis, the likelihood should be extracted by
comparing the data and the model prediction at the same radius.
In previous SPT analyses, a YX value was extracted from the

profile by iteratively solving for the radius riter at which the
measured YXand the X-ray scaling relation prediction from
Equation (2) match (the scaling relation is evaluated at
M r4 3 500 c500 iter

3p rº ). This iteration was repeated for each
set of parameters p, but within a fixed reference cosmology.
However, this method introduces a bias, because riter is
not equal to the radius r500 at which the scaling relation

pP Y M M z, , , ,X WL 500z( ∣ ) in Equation (16) is evaluated.

Table 1
WL Modeling Parameters (S18; D19)

Effect Parameter Impact on Mass

Megacam HST

Intrinsic scatter σintrinsic 0.214 0.26–0.42
Δ(Intrinsic scatter) Δσintrinsic 0.04 0.021–0.055
Uncorrelated LSS scatter σLSS 9×1013 Me 8×1013 Me

Δ(Uncorrelated LSS scatter) ΔσLSS 1013 Me 1013 Me

WL mass bias bWL mass 0.938 0.81–0.92
Mass modeling uncertainty ΔbWL mass model 4.4% 5.8%–6.1%
Systematic measurement uncertainty Δbmeasurement systematics 3.5% 7.2%
Total systematic uncertainty N/A 5.6% 9.2%–9.4%

Note.The WL mass bias and the (lognormal) intrinsic scatter are calibrated against N-body simulations. Among other effects, they also account for the uncertainty and
the scatter in the c(M) relation. This is done separately for each cluster in the HST sample leading to a range of values; here we report the smallest and largest
individual values. The mass modeling uncertainty accounts for uncertainties in the calibration against N-body simulations and in the centering distribution. The
systematic measurement uncertainties account for a multiplicative shear bias and the uncertainty in estimating the redshift distribution of source galaxies. Uncorrelated
large-scale structure along the line of sight leads to an additional, Gaussian scatter.

8
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IV. Add information

• We just defined a statistical model with unknown parameters in the observable—mass relations.


• The cluster mass scale is degenerate with 
the cosmology we are after. 
Conversely, no mass information, no cosmology!


• We could use predictions of the SZ—mass (or X-ray—mass) 
relation from first principles or numerical simulations


• Systematically limited by uncertain astrophysics


• Weak-lensing-to-mass relation is much less affected by astrophysics


‣ We can accurately model the cluster lensing signal (within some uncertainty) using numerical 
simulations

7

Planck Collaboration: Cosmology from SZ cluster counts

Fig. 6: Redshift distribution of best-fit models from the four
analysis cases shown in Fig. 5. The observed counts in the
MMF3 catalogue (q > 6) are plotted as the red points with error
bars, and as in Fig. 5 we adopt the CCCP mass prior with the
SZ+BAO+BBN data set.

Fig. 7: Comparison of constraints from the CMB to those from
the cluster counts in the (⌦m,�8)-plane. The green, blue and
violet contours give the cluster constraints (two-dimensional
likelihood) at 1 and 2� for the WtG, CCCP, and CMB lens-
ing mass calibrations, respectively, as listed in Table 2. These
constraints are obtained from the MMF3 catalogue with the
SZ+BAO+BBN data set and ↵ free. Constraints from the Planck

TT, TE, EE+lowP CMB likelihood (hereafter, Planck primary
CMB) are shown as the dashed contours enclosing 1 and 2� con-
fidence regions (Planck Collaboration XIII 2015), while the grey
shaded region also include BAO. The red contours give results
from a joint analysis of the cluster counts, primary CMB and
the Planck lensing power spectrum (Planck Collaboration XV
2015), leaving the mass bias parameter free and ↵ constrained
by the X-ray prior.

with its uncertainty range extending even lower, the tension with
primary CMB is greatly reduced, as pointed out by von der Lin-
den et al. (2014b). With similar uncertainty but a central value
shifted to 1 � b = 0.78, the CCCP mass prior results in greater
tension with the primary CMB. The lensing mass prior, finally,
implies little bias and hence much greater tension.

Fig. 8: Comparison of cluster and primary CMB constraints in
the base ⇤CDM model expressed in terms of the mass bias,
1 � b. The solid black curve shows the distribution of values re-
quired to reconcile the counts and primary CMB in ⇤CDM; it
is found as the posterior on the 1 � b from a joint analysis of
the Planck cluster counts and primary CMB when leaving the
mass bias free. The coloured dashed curves show the three prior
distributions on the mass bias listed in Tab. 2.

6.4. Joint Planck 2014 primary CMB and cluster constraints

We now turn to a joint analysis of the cluster counts and primary
CMB. We begin by finding the mass bias required to remove ten-
sion with the primary CMB, and then consider one-parameter
extensions to the base ⇤CDM model, varying the curvature, the
Thomson optical depth to reionization, the dark energy equation-
of-state, and the neutrino mass scale. Unless otherwise stated,
"CMB" in the following means Planck TT, TE, EE+lowP as de-
fined in Planck Collaboration XIII (2015). All intervals are 68%
confidence and all upper/lower limits are 95%.

6.4.1. Mass bias required by CMB

In Fig. 8 we compare the three prior distributions to the mass
bias required by the primary CMB. The latter is obtained as the
posterior on (1 � b) from a joint analysis of the MMF3 cluster
counts and the CMB with the mass bias as a free parameter. The
best-fit value in this case is (1 � b) = 0.58 ± 0.04, more than 1�
below the central WtG value. Perfect agreement with the primary
CMB would imply that clusters are even more massive than the
WtG calibration. This figure most clearly quantifies the tension
between the Planck cluster counts and primary CMB.

6.4.2. Curvature

By itself the CMB only poorly determines the spatial curvature
(Sect. 6.2.4 of Planck Collaboration XIII 2015), but by including
another astrophysical observation, such as cluster counts, it can
be tightly constrained. Our joint cluster and CMB analysis, with-
out external data, yields ⌦k = �0.012 ± 0.008, consistent with
the constraint from Planck CMB and BAO ⌦k = 0.000 ± 0.002.

6.4.3. Reionization optical depth

Primary CMB temperature anisotropies also provide a precise
measurement of the parameter combination Ase

�2⌧, where ⌧ is

Article number, page 9 of 17
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V. Cosmological constraints from SPT-SZ

• 343 clusters, of which 32 w/ weak lensing and 89 w/ X-ray data


• 6—9% systematic uncertainty in weak-lensing systematics (not 
saturated by the small sample size) 


• Ωm = 0.276 ± 0.047, σ8 = 0.781 ± 0.037

8

LCDM constraints (w/ massive neutrinos)

Bocquet+19

12 Bocquet et al.

The likelihood sampling is done within CosmoSIS

using the Metropolis (Metropolis et al. 1953) and
MultiNest (Feroz et al. 2009) samplers. We confirmed
that they produce consistent results.

4. RESULTS

Our fiducial results are obtained from the SPT-
selected clusters with their detection significances and
redshifts, together with the WL and X-ray follow-up
data where available. We refer to this dataset as SPTcl
(SPT-SZ+WL+YX).
Constraints on cosmological and scaling relation pa-

rameters are summarized in Table 3. We also provide
constraints on the parameter combination �8(⌦m/0.3)0.2

and �8(⌦m/0.3)0.5; the exponent ↵ = 0.2 is chosen as
it minimizes the fractional uncertainty on �8(⌦m/0.3)↵,
and ↵ = 0.5 is common in other low-redshift cosmologi-
cal probes.

4.1. ⌫⇤CDM Cosmology

From the cluster abundance measurement of our
SPTcl (SPT-SZ +WL+YX) dataset we obtain our base-
line results

⌦m = 0.276± 0.047 (21)

�8 = 0.781± 0.037 (22)

�8(⌦m/0.3)
0.2 = 0.766± 0.025. (23)

The remaining cosmological parameters (includingP
m⌫ , see Fig. 9) are not or only weakly constrained by

the cluster data. Constraints on scaling relation param-
eters can be found in Table 3. We note that applying
priors on ⌦bh

2 and H0 from BBN and direct measure-
ments of H0 and/or fixing the sum of neutrino masses to
0.06 eV, approximately the lower limit predicted from
terrestrial oscillation experiments, does not a↵ect our
constraints on ⌦m and �8 in any significant way (see
Fig. 15 in the Appendix for the impact of fixing the sum
of the neutrino masses).

4.1.1. Goodness of Fit

In Fig. 4, we compare the measured distribution of
clusters as a function of their redshift and SPT detection
significance with the model prediction evaluated for the
recovered parameter constraints. This figure does not
suggest any problematic feature in the data.
For a more quantitative discussion, we bin our con-

firmed clusters into a grid of 30⇥ 30 in redshift and de-
tection significance, and confront this measurement with
the expected number of objects in each two-dimensional
bin. The expected (and measured) numbers in each
bin are too small to apply Gaussian �

2 statistics, and
we estimate the goodness of fit using a prescription for
the Poisson statistic (Kaastra 2017).4 This approach

4 We use the python implementation from https://github.com/
abmantz/cstat.

Table 2. Summary of cosmological and astrophysical

parameters used in our fiducial analysis. The Gaussian

prior on �ln ⇣ is only applied when no X-ray data is

included in the fit. The parameter ranges for ⌦bh
2 and

ns are chosen to roughly match the 5� interval of the

Planck ⇤CDM results. w is fixed to �1 for ⇤CDM,

and is allowed to vary for wCDM. The optical depth

to reionization ⌧ is only relevant when Planck data is

included in the analysis. The WL modeling systematics

are presented in Table 1.

Parameter Prior

Cosmological

⌦m U(0.05, 0.6), ⌦m(z > 0.25) > 0.156

⌦bh
2 U(0.020, 0.024)

⌦⌫h
2 U(0, 0.01)

⌦k fixed (0)

As U(10�10, 10�8)

h U(0.55, 0.9)
ns U(0.94, 1.00)
w fixed (�1) or U(�2.5,�0.33)

Optical depth to reionization

⌧ fixed or U(0.02, 0.14)
SZ scaling relation

ASZ U(1, 10)
BSZ U(1, 2.5)
CSZ U(�1, 2)

�ln ⇣ U(0.01, 0.5) (⇥N (0.13, 0.132))

X-ray YX scaling relation

AYX
U(3, 10)

BYX
U(0.3, 0.9)

CYX
U(�1, 0.5)

�lnYX
U(0.01, 0.5)

d lnMg/d ln r U(0.4, 1.8)⇥N (1.12, 0.232)

WL modeling

�WL,bias U(�3, 3)⇥N (0, 1)

�Megacam U(�3, 3)⇥N (0, 1)

�HST U(�3, 3)⇥N (0, 1)

�WL,scatter U(�3, 3)⇥N (0, 1)

�WL,LSSMegacam
U(�3, 3)⇥N (0, 1)

�WL,LSSHST
U(�3, 3)⇥N (0, 1)

Correlated scatter

⇢SZ�WL U(�1, 1)

⇢SZ�X U(�1, 1)

⇢X�WL U(�1, 1)

det(⌃multi-obs) > 0
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V.a Goodness of fit

9

14 Bocquet et al.

Figure 4. Distribution of clusters as a function of redshift (left panels) and detection significance ⇠ (right panels). The top

panels show the SPT-SZ data and the recovered model predictions for ⌫⇤CDM. The bottom panels show the residuals of the

data with respect to the model prediction. The di↵erent lines and shadings correspond to the mean recovered model and the

1� and 2� allowed ranges. The dotted lines show the Poisson error on the mean model prediction. There are no clear outliers

and we conclude that the model provides an adequate fit to the data.

Figure 5. Constraints on ⌦m and �8 from this analysis an

from a previous analysis that used the same cluster sample

(dH16). The consistency (0.2�) indicates that our internal

mass calibration using WL data agrees with the external X-

ray mass calibration priors adopted in dH16.

There is good agreement among all probes as the 68%
contours all overlap. In particular, the cluster-based

constraints yield very similar ⌦m, but WtG favor a
somewhat higher �8. Interestingly, the degeneracy axis
of WtG is slightly tilted with respect to SPTcl, which
we attribute to the di↵erent redshift and mass ranges
spanned by the two samples.
We pay particular attention to a comparison with

Planck (TT+lowTEB). Our constraint on �8(⌦m/0.3)0.2 =
0.766 ± 0.025 is lower than the one from Planck
(�8(⌦m/0.3)0.2 = 0.814+0.041

�0.020); the agreement between
the two measurements is p = 0.28 (1.1�). In the two-
dimensional ⌦m-�8 space, the agreement is p = 0.13
(1.5�).
We note that the latest analysis of the cluster sample

selected by the Planck satellite is qualitatively in agree-
ment with our constraint, as shown in Fig. 32 in Planck
Collaboration et al. (2018a). Notably, the 95% contour
of their result, calibrated using CMB lensing, encom-
passes the Planck primary CMB result in the ⌦m-�8

plane.

4.1.4. Impact of X-ray Follow-up Data

We compare our baseline results from SPTcl (SPT-
SZ+WL+YX) with the ones obtained from the SPT-
SZ+WL data combination, in which no X-ray follow-up
data are included. In this case, we apply an informa-

In observable space: redshift and SPT detection significance

Bocquet+19
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V.b Cosmological constraints from SPT-SZ
Growth of Structure

• Planck CMB fixes evolution history


• Use SPT clusters to constrain growth history


• Blue points: single SZ scaling relation


• Orange points: separate SZ amplitudes in each bin

10
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High-Redshift Cluster Lensing using Hubble
Lensing measurements beyond cluster redshift z > 1

12

High-z lensing dataset expanded from 13 to 30 HST clusters (Schrabback, Bocquet et al. 2021)


Recently: 9 additional 1 < z < 1.7 clusters (Zohren, Schrabback, Bocquet et al. 2022)

H. Zohren et al.: HST WL study of nine high-z SPT clusters

Table 8. Fit results for the parameters of the ⇣–mass relation, analogously to table 12 in S21, now including the weak lensing measurements for
the nine high-z SPT clusters from this work.

Parameter Prior HST-39 +Megacam-19 SPTcl (⌫⇤CDM) Planck + SPTcl (⌫⇤CDM)
fiducial binned (B19) (no WL mass calibration)

ln ASZ flat 1.71 ± 0.19 – 1.67 ± 0.16 1.27+0.08
�0.15

ln ASZ(0.25 < z < 0.5) flat – 1.74 ± 0.23 – –
ln ASZ(0.5 < z < 0.88) flat – 1.58 ± 0.31 – –
ln ASZ(0.88 < z < 1.2) flat – 1.85 ± 0.43 – –
ln ASZ(1.2 < z < 1.7) flat – 1.89 ± 0.81 – –
CSZ flat/fixed 1.34 ± 1.00 1.34 0.63+0.48

�0.30 0.73+0.17
�0.19

Prior-dominated parameters in our analysis:
BSZ N(1.53, 0.12) 1.56 ± 0.09 1.57 ± 0.10 1.53 ± 0.09 1.68 ± 0.08
�ln ⇣ N(0.13, 0.132) 0.16+0.06

�0.13 0.15+0.04
�0.13 0.17 ± 0.08 0.16+0.07

�0.12

Notes. SPTcl (⌫⇤CDM) denotes the results from the B19 study, which combined SPT cluster counts with weak lensing and
X-ray mass measurements. The results from the analysis denoted as Planck + SPTcl (⌫⇤CDM) are based on a combination
of measurements from the Planck CMB anisotropies (TT,TE,EE+low-E, Planck Collaboration et al. 2020b) and SPT
cluster counts.

Fig. 10. Evolution of the unbiased SPT detection significance ⇣ at the pivot mass 3⇥1014 M�/h100 as a function of redshift. The red band indicates
the main result of this work. The blue dashed curves indicate the corresponding 1� band from the S21 analysis for comparison. The red and blue
data points represent the corresponding binned analyses. They are placed in the centre of the bins. Horizontal error bars represent the bin widths.
The redshift evolution parameter is fixed to CSZ = 1.34 for our binned analysis. The diagonally hatched and vertically hatched bands correspond
to the relations from the B19 study and the SPT cluster counts in combination with a flat Planck ⌫⇤CDM cosmology, respectively. The displayed
uncertainties correspond to the 68 per cent credible interval (bands for the full relation and error bars for the binned analysis).

ferred from our analysis with the weak lensing data sets is lower
than the mass scale that would be consistent with the Planck

⌫⇤CDM cosmology by a factor of 0.72+0.09
�0.14 (at our pivot redshift

of z = 0.6).
Analogous to S21, we wanted to check if the simple scaling

relation model is applicable over the full, wide redshift range in-
vestigated here by performing a binned analysis, where the am-
plitude ASZ is allowed to vary individually for each bin. There-
fore, we added a bin of 1.2 < z < 1.7 to the bins that were already
used before in S21 (namely 0.25 < z < 0.5, 0.5 < z < 0.88,
and 0.88 < z < 1.2). We kept the redshift evolution parameter
fixed to the value from the fiducial analysis at CSZ = 1.34. From
Fig. 10, we can see that the results in our new high-redshift bin

are consistent with the scaling relation results from the full un-
binned analysis. Additionally, we found that our results in the
lower redshift bins are very similar to the results from the binned
analysis in S21. This is also expected because the bins contain
the same clusters except for SPT-CL J0646�6236, which was
added to the third redshift bin and causes a small shift towards a
higher cluster mass scale due to its large cluster mass.

8. Discussion

Weak lensing studies of galaxy clusters with ever higher red-
shifts face the increasingly di�cult challenge to identify back-
ground galaxies carrying the lensing signal (e.g. Mo et al. 2016;

Article number, page 19 of 32
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Joint Analysis of Planck and SPT Clusters

• Combine shallow all-sky survey from Planck 
with the deeper SPT-SZ survey 
(Salvati, Saro, Bocquet, Costanzi et al. 2021)


• Compared to SPT alone, Planck adds the 
most massive clusters in the z < 0.6 universe


• Weak-lensing mass calibration from SPT 
program (Magellan, Hubble)

13

8 Salvati et al.

We show in grey the removed patches, due to Planck
galactic mask and the Planck-SPT fully overlapped area.
In yellow, we highlight the patches that partly overlaps
between Planck and SPT-SZ survey.
For the cluster catalog, we remove 27 clusters in com-

mon with the SPT-SZ cosmological catalog and 2 clus-
ters that fall in the removed patches. We also introduce
redshifts for the 6 clusters whose redshifts was unknown
in the original PSZ2-cosmo sample. We report the new
redshifts in Table 3, specifying if these values have been
obtained from photometric (P) or spectroscopic (S) ob-
servations. We show the new cluster distribution in
Fig. 1: in the upper panel we show how Planck clus-
ters are distributed on the observed sky, in the lower
panel we show the mass-redshift cluster distribution.
Following Eq. 10, the new Planck PvSPLIT likelihood

therefore reads

lnLP=lnLP1 + lnLP2

=

Nz1NqX

i1,j

⇥
Ni1j ln N̄i1j � N̄i1j � ln (Ni1j !)

⇤

+

Nz2NqX

i2,j

⇥
Ni2j ln N̄i2j � N̄i2j � ln (Ni2j !)

⇤
(16)

where we adopt a binning in redshift of �z = 0.05, such
that Nz1 = 5, up to z  0.25, and Nz2 = 15. For the
binning in the signal-to-noise ratio, we follow the orig-
inal analysis, with � log q = 0.25. The total likelihood
for the combined analysis of Planck and SPT, following
Eqs. 3 and 16, is therefore defined as

lnLTOT = lnLSPT + lnLP1 + lnLP2 . (17)

3.2. Sampling recipe

For the cosmological analysis, we make use of the com-
plete SPT likelihood, described in section 2.1. In par-
ticular, we rely on the combination of the SPT-selected
clusters with their detection significances and redshifts,
together with the WL and X-ray follow-up data, where
available. Following the definition in Bocquet et al.
(2019), we refer to this data set as “SPTcl” (SPT-SZ
+ WL + YX).
For the Planck part of the likelihood, we use the PvS-

PLIT version described in the previous section. We
adopt the parametrisation for the scaling relations de-
scribed in Eqs. 14 and 15.
In this analysis, we want to test the capability of the

Planck+SPT combination to constrain the Planck scal-
ing relation parameters. For this reason, we do not con-
sider the original X-ray+WL calibration reported in ta-
ble 2 when analysing Planck data. As a baseline, we

Figure 1. Upper panel. Map of Planck patches in galactic
coordinates. In grey we show the removed patches, due to
the Planck galactic mask and the fully overlapped area with
SPT observations. In yellow we highlight the 35 partly over-
lapping patches between Planck and SPT. Upper and lower
panel. Comparison between the PSZ2 cosmo catalog (black
points), with the PvSPLIT catalog. In the upper panel, we
show how the clusters are distributed in the sky. In the lower
panel, we show the mass-redshift distribution, considering
MSZ mass from Planck Collaboration et al. (2016b). The
cyan points are the clusters considered in the z  0.25 part
of the PvSPLIT likelihood. The red points are the clusters
considered in the z > 0.25 PvSPLIT likelihood.

use the X-ray calibration for the log Y⇤SZ and �log YSZ

parameters, as reported in Table 2, and we assume
the self-similarity model for the cluster evolution, i.e.
�SZ = 0.66. We therefore focus the analysis on the con-
straints that we can obtain on the mass bias and the
power-law index of the mass dependence, (1� b)SZ and
↵SZ. We refer to this parameter exploration and likeli-
hood combination as the baseline “SPTcl + PvSPLIT”
results. As a further test, we also relax the assumption
of redshift self-similar evolution and let the �SZ param-
eter free to vary.
For the cosmological parameters, we assume a

⌫⇤CDM scenario. We vary the following parameters:

SPT-Planck 15

Figure 5. Evaluation of cluster masses, for each cluster
in the Planck cosmological cluster sample (blue points), for
fixed values of cosmological and scaling relation parameters.
We report also the SPT cluster masses from the SPT-SZ
2500 deg2 catalog (green squares), from the SPTpol 100 deg2

catalog (yellow stars) and from the SPTpol Extended cluster
catalog (purple circles).

tained through Gaussian priors derived from the exter-
nal analyses. In particular, for the calibration of the
mass bias, (1� b) parameter, several WL analyses came
out in the last years, apart from the CCCP baseline
value used in Planck Collaboration et al. (2016b). These
works provide di↵erent results, depending on the di↵er-
ent approaches and the considered PSZ2-cosmo cluster
subsample, see e.g. von der Linden et al. (2014); Okabe
& Smith (2016); Sereno & Ettori (2015); Smith et al.
(2016); Penna-Lima et al. (2017); Sereno et al. (2017);
Herbonnet et al. (2020). We stress that all these anal-
ysis are based on very small subsamples (few tens of
clusters) of the full PSZ2-cosmo cluster catalog.
There have been also attempts to estimate Planck

cluster masses through CMB lensing, as done in Melin
& Bartlett (2015); Zubeldia & Challinor (2019). Fur-
thermore, in recent years several analyses from hydro-
dynamical simulations computed estimates of the mass
bias (1 � b) ⇠ 0.8, see a collection of results in Salvati
et al. (2018); Gianfagna et al. (2021).
It has been largely discussed in Planck Collaboration

et al. (2016b) that di↵erent values for the mass bias in-
duce non negligible shifts in the cosmological parameter
constraints, with (1� b) showing the largest correlation
with the �8 parameter. Through this degeneracy it is
also possible to evaluate the mass bias combining cluster
counts with CMB primary anisotropies. Latest results
from Planck collaboration still push towards very low
values of the mass bias, finding (1 � b) = 0.62 ± 0.03
(Planck Collaboration et al. 2020a), still in tension with
other WL and numerical simulation estimations. We

recall here that (1 � b) ⇠ 0.6 is in tension also with
astrophysical evaluations, since it results in a too low
value for the universal gas fraction, as discussed e.g. in
the X-COP analysis (Eckert et al. 2019).
The mass calibration problem is therefore linked to

the well-known �8 tension between galaxy clusters and
CMB cosmology. Even though cosmological parame-
ters provided by Planck cluster counts and CMB pri-
mary anisotropies are now fully in agreement within 2�,
as shown in Salvati et al. (2018); Planck Collaboration
et al. (2020a), CMB pushing the mass bias towards lower
values might still be a sign of discrepancy between high
redshift and low redshift Universe. It is therefore fun-
damental to further analyse the mass calibration impact
in the cosmological analysis.
The aim of this work is to provide a completely inde-

pendent evaluation for the Planck scaling relation pa-
rameters, without relying on priors from external cal-
ibrations. We exploit the cosmological constraining
power of SPT-SZ cluster catalog, with its internal WL
mass calibration, and use the Planck-SPT combination
to obtain our results.
We start focusing on the results obtained for the

SPTcl + PvSPLIT cluster catalog combination, pre-
sented in the previous section. First of all, we high-
light the powerful cosmological constraining power of
the SPT-SZ cluster sample: SPT data are driving the re-
sults, pushing the constraints for the SPTcl + PvSPLIT
combination. For this dataset combination, we are also
able to get tight constraints on the Planck scaling rela-
tion parameters, comparable with the results from Pv-
FULL (i.e. the original full Planck likelihood), as shown
in Table 4. In particular, we decide to focus on the pa-
rameters describing the mass dependence, therefore not
considering external calibration and assumption of self-
similarity for the mass bias, described by (1� b)SZ, and
the mass slope ↵SZ.
For the mass bias, we find (1� b)SZ = 0.69+0.07

�0.14. This
is still in agreement within 2� with the di↵erent ex-
ternal WL calibrations and hydro-dynamical simulation
estimations, but it also encompasses the lower values
preferred from CMB data. This result can be further
discussed in light of the evaluation of (1� b)M that we
performed for each single cluster. We discuss in sec-
tion 3.3.1 the di↵erence between the scaling relation pa-
rameter and the measured mass bias. The two quantities
describe from di↵erent approaches a general non-precise
knowledge of how the astrophysical processes a↵ect the
theoretical model for the cluster evolution (and as a con-
sequence how we model the mass-observable relation and
the selection approach). By analysing (1� b)M , we find
strong hints for mass and reshift evolution of this quan-
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SPTpol Extended Cluster Survey 15
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Figure 5. (Left) The mass and redshift distribution of the SPT-ECS cluster sample detected at ⇠ � 4. The median redshift
of the sample is z = 0.49 and the median mass is M500c ⇠ 4.4⇥ 1014M�h

�1. Overplotted are cluster samples from other SZ
surveys including the 100d SPTpol survey (green triangles; Huang et al. 2019), the 2500d SPT-SZ Survey (black circles; Bleem
et al. 2015b, with redshifts updated as in Bocquet et al. 2019); the PSZ2 cluster sample from Planck Collaboration et al. (2016a)
(blue squares), and the cluster samples from the ACT collaboration (orange diamonds; Hasselfield et al. 2013; Hilton et al.
2018). Clusters found in both SPT and other samples are plotted at the SPT mass and redshift and, for clusters in common
between other samples, at the mass and redshift at which the cluster was first reported. (Right) A redshift histogram of the
three reported SPT cluster surveys. The number of clusters in each survey—with each cluster only reported once (so that e.g.,
clusters in both SPTpol 100d and SPT-SZ are only counted once)—are listed to the right of each survey name. The contribution
from the SPTpol 100d survey is plotted on top in green right-diagonal hatch, the contribution from the SPT-ECS survey is
plotted in red left-diagonal hatch, and the contribution to the total from the SPT-SZ survey is plotted in black right-diagonal
hatch. Combined with these other two samples, the SPT-ECS sample brings the number of SZ-detected clusters reported by
the SPT collaboration to over 1,000.

the SPT-ECS region. Using the confirmation criteria
presented in Section 4, we confirm 244 of 266 candidates
at ⇠ � 5. We also leverage the DES and other imaging
data to confirm an additional 204 clusters at 4 < ⇠ < 5
but note that while the DES imaging is su�cient for
cluster confirmation out to z ⇠ 0.8 � 1.0 in the SPT-
ECS-DES overlap region, our follow-up of this lower-
significance sample is otherwise highly incomplete.
While the confirmation process is still ongoing, we can

compare these numbers to our expected numbers of false
detections as estimated in Section 3.4. As discussed in
B15, expectations from simulations were found to be in
good agreement with observations of the more uniformly
and deeply imaged SPT-SZ sample. At ⇠ � 5 where our
optical follow-up imaging is su�cient to confirm clusters
to at least z ⇠ 0.85, we find 22 unconfirmed candidates
compared to the expected 21± 4. This places an empir-
ical lower limit on the purity of 91% for the ⇠ > 5 SZ
candidate sample which, when compared to the simu-
lation prediction, suggests that there are relatively few
clusters that remain to be confirmed. For the ⇠ � 4.5
SZ candidate sample, where the follow-up is generally

more heterogeneous/incomplete, we find 180 currently
unconfirmed candidates compared to 174±13 expected,
resulting in a lower limit to the purity of 64%.
The confirmed cluster candidates have a median

redshift of z = 0.49 and median mass (calculated
as described below in Section 5.1.1) of M500c ⇠
4.4⇥ 1014M�h

�1. Twenty-one of the systems are at
z > 1, bringing the total number of z > 1 systems from
SPT-SZ, SPTpol 100d (Huang et al. 2019), and SPT-
ECS to over 75 out of > 1, 000 confirmed systems. The
mass and redshift distribution of the cluster sample as
compared to other SZ-selected samples, as well as a his-
togram of the redshift distribution of the SPT samples,
are shown in Figure 5. We note that, given the lack of
deep NIR data redder than z�band, the RM algorithm
can systematically underestimate redshifts at z > 0.9
which may be the source of the small gap in the cluster
redshift distribution at z ⇠ 1.1.
In Figure 6, we present an estimate of the survey

completeness as a function of mass and redshift for
our main sample at ⇠ > 5 using the ⇠�mass rela-
tion (see below in Section 5.2). The survey is on av-

South Pole Telescope and Dark Energy Survey (Year 3)
5200 deg2 of SPT, of which 58% with DES (lensing) data
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SPTpol Extended Cluster Survey 5
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Figure 1. Footprint of the SPTpol Extended Cluster Survey (dark blue) as compared to the SPT-SZ (orange) and SPTpol
500d survey (light blue). Optical-near infrared imaging from the Dark Energy Survey (green-dashed region) covers ⇠ 58% of
the survey footprint and is used to confirm a significant number of survey clusters presented in this work. The survey outlines
are overlaid on the IRAS 100 µm dust map (Schlegel et al. 1998) with the orthographic projection chosen such that the South
Celestial Pole is at the top of the globe. Beyond DES, SPT-ECS also has significant overlap with the southern field of the
Kilo-Degree Survey, the Herschel–ATLAS survey, and the 2dFLenS spectroscopic survey.

The survey is composed of ten separate ⇠ 250 � 270
deg2 “fields”, each imaged to noise levels of ⇠ 30 � 40
µK-arcmin at 150 GHz; see Table 1. The fields were ob-
served by scanning the telescope at fixed elevation back
and forth in azimuth at ⇠ 0.55 degrees/sec, stepping 10
arcmin in elevation, and then scanning in azimuth again.
This process is repeated until the full field is covered in
a complete “observation”. Each field was observed > 80
times and twenty di↵erent dithered elevation starting
points were used to provide uniform coverage in the fi-
nal coadded maps.

2.2. Data Processing

The data processing and map-making procedures in
this work follow closely those in previous SPT-SZ and
SPTpol publications (see e.g., Scha↵er et al. 2011; Bleem
et al. 2015b; Crites et al. 2015; Henning et al. 2018).
First, for each observation, the time-ordered bolometer
data (TOD) is corrected for electrical cross talk between
detectors and a small amount of bandwidth (⇠ 1.4 Hz
and harmonics) is notch filtered to remove spurious sig-
nals from the pulse tube coolers that cool the optics and
receiver cryostats. Next, using the cut criteria detailed
in Crites et al. (2015), detectors with poor noise per-
formance, poor responsivity to optical sources, and/or

anomalous jumps in TOD, are removed. As this work
is focused on temperature-based science we relax the
requirement that both bolometers in a pixel polariza-
tion pair be active for an observation. Relative gains
across the array are then normalized using a combina-
tion of regular observations of both an internal calibrator
source and the galactic HII region RCW38. For the first
field observed in the survey—ra23hdec�351—the in-
ternal calibrator was inadvertently disabled during sum-
mer maintenance for ⇠ 50% of the observations and so
these data were relatively calibrated only with RCW38
observations.
The TOD is then processed on a per-azimuth scan

basis by fitting and subtracting a seventh-order Legen-
dre polynomial, applying an isotropic common mode fil-
ter that removes the mean of all detectors in a given
frequency, high-passing the data at angular multipole
` = 300 and low-passing the data at ` = 20, 000.
Sources detected in preliminary map making runs at
� 5� (⇠ 9 � 15 mJy depending on field depth) at 150
GHz as well as bright radio sources detected in the
Australia Telescope 20-GHz Survey (AT20G; Murphy

1 SPT fields are named for their central coordinates.
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• South Pole Telescope surveys


• 2500 square-degree SPT-SZ (Bleem et al. 2015)


• SPTpol


• ultra-deep 100 square-degree  SPTpol-100d 
(Huang…Bocquet et al. 2020)


• Wide 2700 square-degree SPTpol-ECS 
(Bleem,Bocquet et al. 2020)


• Deep 500 square-degree SPTpol-500d (Bleem et al., in prep.)


• SPT-3G data being processed (Sobrin et al., in prep.)


• Dark Energy Survey Year 3


• 1e8 lensing sources over ~4000 square-degrees (Gatti+21)


• 650 SPT cluster with DES lensing data (Bocquet+ in prep.)
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SPT-SZ + SPTpol + DES Year 3 Weak Lensing
Data Overview

• SPT SZ candidates over 5200 deg2 

(SPT-SZ + SPTpol-ECS + SPTpol-500d, Bleem+15,20,22)


• Cluster confirmation and redshifts from DES and WISE (Matthias Klein @ LMU) 
and targeted programs (Lindsey Bleem, SPT collaboration)


• 1009 confirmed clusters with z > 0.25


• Expanded HST lensing sample up to z~1.7 (Schrabback,Bocquet+21; Zohren,Schrabback,Bocquet+22)


• DES weak-lensing mass calibration up to z~0.94 (~650 clusters) (Bocquet+ in prep.)


• Thorough pipeline validation using synthetic datasets
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Cluster Weak-Lensing Model

Combine all weak-lensing modeling ingredients into common framework (Grandis, 
Bocquet et al. 2021):


• Mass modeling (halo profiles, miscentering, uncorrelated LSS)


• Shear modeling (shear and photo-z calibration, cluster member contamination)


• Relate full-physics halo profiles to gravity-only halo mass function


• Calibrate mis-match between NFW model and realistic synthetic lensing data 
((z, M)-dependent bias & (z, M)-dependent scatter)


Impact of baryonic effects on halo profiles by comparing Magneticum and 
Illustris TNG hydrodynamical simulations: 2% difference in mass


Total systematic weak-lensing uncertainty in DES Year 3: 
3 — 6 % as function of cluster redshift
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Projected halo in Magneticum

x20 kpc/h
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SPT-SZ + SPTpol + DES Year 3 Weak Lensing
Update on blinded results

• Confirm robustness of lensing modeling blindly 
(centering, boost factors, radial cuts)


• Model is a good description of the data


• No roadblock toward unblinding!
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Image credit: Aman Chokshi Image credit: CTIO/NOIRLab/NSF/AURA/D. Munizaga

The combination of the well-understood SZ-selected SPT cluster 
sample with optical data (redshifts and lensing) from DES is 
extremely powerful. Stay tuned for the unblinded results!

And of course, expect further cool results from other teams:

Dark Energy Survey (DES, Matteo’s talk)

Kilo Degree Survey (KiDS)

Hyper Suprime Cam (HSC)

Atacama Cosmology Telescope (ACT) + DES lensing

eROSITA: Performance Verifi

CMB lensing by SPT-3G, ACT, Planck

https://www.nsf.gov/
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V.c The role of the X-ray follow-up data
Astrophysics and constraints on intrinsic scatter

• Constraints on X-ray scaling relations as a byproduct


• We find self-similar redshift evolution


• Very similar story when using Mgas instead of YX


• Intrinsic scatter in X-ray shows tight degeneracy with scatter in SZ 
(bottom right panel)


• W/o X-ray data, need to assume (broad) prior on SZ scatter, w/ 
X-ray data, the model self-calibrates
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