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First a new way to quantify PSA (well not really new)

We (I) would like to measure PSA

performance with source

Has been done using imaging techniquesa

aF. Recchia et al. NIM A 604 (1) (2009) 60 � 63

Contributions to image
resolution

where Eg is the known incident photon energy and EC ¼ Eg � E0g is
the energy deposited in the interaction. Therefore, two interaction
points, the first one of them corresponding to a Compton
scattering, define a cone surface in the three-dimensional space
of possible location for the source of the radiation. The axis of the
cone is the line passing through both interaction points and the
opening angle of the cone is the scattering angle. While in
principle, three cones should be sufficient to determine the
common origin of the radiation, in practice much higher statistics
is needed because the finite precision on energy and position of
each interaction point, results in errors in the determination of
axis and opening angle of each cone.

In practice, all of the quantities entering Eq. (1) are affected by
experimental errors which propagate to the determination of axis
and opening angle of each cone. Hence, in order to determine with
precision the source position, a large number of cones (events)
should be measured.

Three main sources of error should be considered, namely:

� the finite energy resolution of the detector;
� the Doppler broadening due to the non-zero momentum of the

electron on which the photon scatters;
� the finite position resolution of the detector.

The first two error sources affect the determination of the opening
angle of the cone, while the third one affects the determination of
the axis of the cone. These sources of error will be discussed in
more detail in the following.

In Compton imaging, as mentioned previously, the photon
energy Eg is assumed to be known. Thus, the only parameter in
Eq. (1) which is affected by the finite energy resolution of the
detector is the energy deposition EC , or equivalently the energy of
the photon after scattering E0g ¼ Eg � EC . The error propagation
gives

dðcos yÞE ¼
mec2

E02g
dE0g (2)

The Compton scattering formula (1) is derived under the
assumption that the scattering happens on a free electron at rest.
In practice, electrons in the detector material are bound and have
a finite momentum p, the distribution of which is known as the
Compton profile. Considering this effect, the energy transferred to
the electron by the incident photon is given by

Ee ¼
jkj2

2me
þ

k � p

me
(3)

where the scattering vector k ¼ k1 � k0 is the momentum
difference between the scattered and incident photons. The first
term on the right-hand side of Eq. (3) is the same as given by the
Compton scattering formula (1). The second term is the contribu-
tion of the finite momentum of the electron, which is linear in pz

(projection of the initial momentum of the electron on its final
direction) and increases with the incident photon energy. Since
the electrons have a finite momentum distribution, the energy of
the scattered electrons will depend not only on the scattering
angle, but on the initial momentum as well, resulting in an error
in the determination of the photon scattering angle if the standard
Compton scattering formula is used. More details on this effect
can be found, for instance, in Ref. [10], where it is shown that the
effect of the Compton profile can be larger than the effect of the
finite energy resolution of the detector.

The final source of error in the determination of the origin of
the photons is the finite position resolution of the detector(s),
affecting the determination of the direction of the axis of the back-
projection cone. Assuming position resolutions dr1, dr2, respec-

tively, for the first and second interaction points, lying at a
distance r1;2 from each other, the resulting error in the cone axis
direction, or equivalently in the scattering angle, is given by

dyp �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dr2

1 þ dr2
2

q

r1;2
. (4)

This formula is valid in the approximation that dr5r1;2 � sinðyÞ. It
should be reminded that in principle dr1 and dr2 depend on the
specific energy depositions.

The importance of the various causes of error in the
determination of the position of the source is exemplified by the
plot of Fig. 1, where gammas of 1332 keV in a germanium detector
have been considered. In the calculation, the distance between the
interaction points has been taken as 4 cm, quite a high distance
considering that the mean free path of 1332 keV gamma-ray in
germanium is 2.5 cm. The intrinsic energy resolution of the
detector has been modelled, as usual for the energy range of
interest for g-spectroscopy, as FWHM ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aþ b � E
p

, assuming,
respectively, 1.0 and 2.3 keV at photon energies 122 and
1332 keV. An energy-dependent position resolution was consid-
ered, producing 5 mm FWHM for 1332 keV photons. The con-
tribution of the Compton profile was taken from Ref. [10]. It is
apparent that the contribution due to the finite position resolu-
tion of the detector dominates on the other sources of error, being
approximately an order of magnitude larger. This indeed suggests
that the position resolution of a pulse shape algorithm on a
segmented germanium detector, such as one of the prototype
detectors of AGATA, can be inferred from the quality of a
Compton-reconstructed image. Such a test was actually carried
out with prototype detector S#001 of AGATA at the Laboratori
Nazionali di Legnaro. In the following, the preliminary results
from such a test will be presented.

3. The experimental measurements

The imaging capabilities of the AGATA prototype detector
S#001 were evaluated through a test performed at the Laboratori
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Fig. 1. Impact of the different contributions to the angular uncertainty in Compton

imaging using a segmented germanium detector. A g-ray with energy of 1332 keV

is assumed.
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Extracted resolution

Nazionali di Legnaro using a 60Co radioactive source positioned at
1 m from the crystal. The detector is obtained from a crystal
having 80 mm diameter and 90 mm in length, with a regular
hexagonal front tapering. The outer electrode is electrically
segmented into 36 partsð6 sectors � 6 slicesÞ: The signals from
the germanium detector (36 segments + central contact) were
digitised and acquired using 10 N1728A cards [11] manufactured
by Caen. These cards use 14 bit fast-ADCs with 100 MHz sampling
frequency. A common clock and trigger was distributed to all of
the cards. Each card was read independently by the other ones
via the USB2, the full event being reconstructed off-line by
exploiting the time stamp information.

The individual interaction points were extracted using the grid
search PSA algorithm [12]. Only one interaction point per segment
was searched using a basis obtained with the MGS code [13], by a
calculation with 2 ns intervals on a cubic lattice having 2 mm step.

In order to calculate the back-projection cone starting from
two interaction points, their sequence must be established.
Although in principle this would require quite a complex tracking
procedure such as the one reported in Refs. [14,15], in this case it
was decided to rely on a simpler ‘‘probabilistic’’ method, based on
the empirical observation (which can be verified through Monte
Carlo calculations) that, when kinematically possible, the first
interaction point corresponds with the highest probability to the
largest energy deposition.

A fast algorithm was implemented to perform the back-
projection of the cones, basing on the method presented by
Wilderman, et al. in Ref. [16].

Some selections on the events was performed in order to
simplify the subsequent steps of the analysis, where we deal with
the measurement of the image quality some selections on the
events were performed.

It should be reminded that the performance of the PSA
algorithm used here is degraded in case of interactions happening
in neighbouring segments because of the overlap of the transient
signals. On the other hand, in case of neighbouring segments the
distance between the interaction points is small. Both factors
induce a large uncertainty in the determination of the back-
projection circles, resulting in a poor quality image.

Furthermore, since the performance of the PSA algorithms is
expected to depend on the amplitude of the signals, events in
which one of the energy depositions was lower than 25% of the
full energy of the photon were disregarded.

In addition, an angular error can be associated to each back-
projection circle, as explained above, mainly on the basis of the
distance between the interaction points. The angular error could
be used to further weigh the back-projection circles.

The results of this procedure is reported in Fig. 2.
In order to compare quantitatively the quality of the image

with a Monte Carlo simulation a possibility is to project the ðy;fÞ
plot on the two axes, obtaining a one-dimensional spectrum with
a peak, whose width can be estimated with standard techniques.
The spectra obtained by projecting Fig. 2 on the y axis (with a
narrow gate on f) are shown in Fig. 3 (black line). The peak
FWHM taking into account a proper weighting function [17] is
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Fig. 2. Image reconstructed with the a simple back-projection disregarding events

in which neighbouring segments were firing or events in which one of the energy

depositions were lower than 25% of the full photon energy. Only 8000 out of

47 000 events match the more restrictive conditions. A rotation of the reference

frame has been applied in order to position the spot corresponding to the source as

close as possible to y ¼ 90� , f ¼ 180�. Each back-projection circle has been

weighted according to the inverse of its circumference and to the angular error

calculated.
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Fig. 3. Projection of slices of the matrix in Fig. 2 on the y axis (black line) and on

the f axis (grey line). See text for details.
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Fig. 4. Simulated peak FWHM of the distribution in y of the Compton

reconstructed images as a function of the position resolution of the detector. The

horizontal arrow indicates the experimental width. See text for details.
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First a new way to quantify PSA (well not really new)

We (I) would like to measure PSA

performance with source

Reading about γ-ray tracking, I stumbled upon TANGOa

aS. Tashenov NIM A 622 (3) (2010) 592�601.

The energy of a γ ray that has interacted at least twice in
AGATA can be estimated using the equation

Eγ =
E1

2
+

√
E 2

1

4
+

E1mec2

(1− cosθ1)
(1)

By selecting good 1332 keV γ rays (tracking or calorimetric)
and using above formula I get an energy peak with a width that
depends on the position resolution.
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First a new way to quantify PSA (well not really new)

We (I) would like to measure PSA

performance with source

So lets try to use this to estimate PSA performance

Energy distributions
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I continue to validate AGATAGeFEM

AGATAGeFEM produces a good database

but. . .

AGATAGeFEM
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FEM based code with strong
coupling to ROOT, geant4, and
ADF.

Need to verify this using
neutron damage corrections

This is a bit tedious
work. . .

Calibrations. . .

Tests. . .

Calibrations. . .

But will be done at some point not to far in the future
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Adding something to the PSA metric

What metric do we use for the moment?

A sum like

∑
i

(
|y exp

i − ybase
i |

)0.3

This has been veri�ed using
both ADL and AGATAGeFEM
(�g to the right) basis signals

 4

 5

 6

 7 Crystal A002

F
W

H
M

 [
ke

V
]

Crystal B010

 4

 5

 6

 7 Crystal C001

F
W

H
M

 [
ke

V
]

Crystal A007

 4

 5

 6

 7

 0.1  0.3  0.5  0.7  0.9  1.1  1.3

Crystal B007
F

W
H

M
 [

ke
V

]

Metric exponetial p
 0.1  0.3  0.5  0.7  0.9  1.1  1.3

Crystal C007

Metric exponetial p

 5

 6

 7

 0.1  0.3  0.5  0.7  0.9  1.1  1.3

 4.5

 5

 5.5

 6
Sum of all crystals

F
W

H
M

 [
ke

V
]

Δ
r i

 [
m

m
]

Metric exponetial p

AGATA France 2022



Adding something to the PSA metric

What is (might be) missing?

As the noise has the same magnitude for all points, no ∆y
in square sum

But, what about ∆t (e.g. t0)?

Normal solution

χ2=
∑

i

(
y exp
i −ybase

i√
(∆yi )2+( dy

dt

base
(ti )∆t)2

)2

Note, that noise level suddenly matters as it has a magnitude
compared to error induced by t0 determination. Idea is to
implement this metric in PSA and test. 1

1Old news,see P Désesquelles et al 2009 J. Phys. G: Nucl. Part. Phys.
36 037001

AGATA France 2022



Still have a ML project for number of hits in a segment

Continuation of a project that started 2021

Try to use ML to count number of interactions in segments

Idea was to use some kind of simple tracking that could
correlate segment energies with number of interaction. . .
fail

Using energies together with pulse shapes was never done.
Will be done now by D. Kovalenko (remote France-Ukraine
grant).

1 AGATA geant4 simulation gives γ-ray interactions AND
energy deposition positions.

2 AGATAGeFEM calculates pulse shapes from energy
deposition positions.

3 Gamma-ray interactions used to train NN to get
#interactions/segment.
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