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Generative models aim to learn the empirical distribution of a given data set in order to build a probabilistic
model capable of generating new samples that are statistically similar to the data set. One can also assume
that one can obtain an approximately tractable analytical description of this distribution.

In this presentation, I will specifically consider the case of the so-called Restricted Boltzmann Machine (RBM),
a bipartite generative neural network where the learning process crucially depends on sampling: The gradient
is computed using a Monte Carlo estimate of the correlation between the variables of the model. When we deal
with multimodal datasets, accurate sampling during the learning process becomes increasingly challenging.
This complexity arises when different modes begin to manifest in the model during training, resulting in the
rapid divergence of chain mixing times to impractical values.

First, I will show how by means of a bias Monte Carlo method, it is feasible to drastically speed up the mixing
time for structured datasets living in a low-dimensional space. Second, I will explore a mean-field method, in
which we can expand the system into a low-dimensional subspace where we can efficiently approximate the
free energy landscape and design a convex learning algorithm - at the cost of neglecting fluctuations that lie
outside the subspace.

I will conclude with an open discussion on the limitation surrounding these techniques.
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