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The Oslo Cyclotron Laboratory (OCL)
• Basement of the Department 

of Physics, University of Oslo
• Scientific programme:

• Statistical properties of nuclei
• Nuclear structure
• Nuclear astrophysics
• Fission
• Nuclear chemistry
• Radiation biology and medical 

applications
• Material science and radiation 

hardening of electronics

3

  181 Page 2 of 13 Eur. Phys. J. Plus         (2021) 136:181 

Control 
Room

Chemistry
Laboratory

Po
w

er
 S

up
pl

y 
Ro

om

MC 35

Glove boxes

Fume hoods

Electronics Lab.

Cy
clo

tro
n

Va
ul

t

OSCAR

1

2

34

5

6

Experiment Hall

Fig. 1 The OSCAR setup with 30 LaBr3 detectors (left). Floor plan of OCL showing the cyclotron vault,
the experimental hall, and adjacent laboratories (middle). The beam can be delivered to six different beam
lines: (1) solid targets for medical isotope research; (2) high-intensity irradiation of materials in vacuum or
air; (3) liquid target station for production of 18F (presently not in use); (4) irradiation of cells and biological
samples in air; (5) OSCAR with auxiliary detectors; (6) scattering chamber with silicon telescope detectors.
Photograph of the Scanditronix cyclotron with the yoke jacked up during maintenance (right)

2500 hours per year. Nuclear physics experiments, which typically run continuously over
several days, rely on students and academic staff who are trained in the operation of the
cyclotron to maintain continuous beam operation. Radiation biology experiments and isotope
production runs typically require shorter irradiations and are conducted during day hours with
technical staff present. Being a university laboratory, OCL has strong focus on education
and produces several master and PhD theses each year, both at the University of Oslo and
at institutions abroad. Construction and operation of experimental equipment also involve
strong student participation. Research projects leading to master and PhD theses are scheduled
with priority.

2 The MC-35 cyclotron and research infrastructure at OCL

The MC-35 cyclotron was built in 1978 by Scanditronix AB in Uppsala, Sweden. After
installation in the basement of the Department of Physics on the Blindern Campus of the
University of Oslo, the first beam was extracted in 1979. The cyclotron accelerates 1H+

(8 − 35 MeV), 2H+ (4 − 18 MeV), 3He2+ (6 − 47 MeV), and 4He2+ (8 − 35 MeV). The
magnet has a pole face diameter of 130 cm and three sectors with the gap and maximum field
strength varying from 10 cm and 2.0 T to 18 cm and 1.3 T. The cyclotron is equipped with
eight concentric circular trim coils and three sets of four harmonic coils. The cyclotron has an
internal Penning Ionization Gauge (PIG) ion source and is equipped with a recovery system
for 3He. The acceleration system consists of two dees at 90◦ with a maximum accelerating
voltage of 40 kV. The RF resonators can be tuned between 12 and 27 MHz, with a maximum
power output of 40 kW. The beam is extracted at a radius of 51 cm via an electrostatic deflector
and a magnetic channel. The beam can be directed to six different target stations, three of
which are located in the cyclotron vault itself, and three in a well-shielded experimental hall
after passing through a 90◦ analyzing magnet. The floor plan of the laboratory is shown in
Fig. 1.
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The Oslo Cyclotron Laboratory (OCL)
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air; (3) liquid target station for production of 18F (presently not in use); (4) irradiation of cells and biological
samples in air; (5) OSCAR with auxiliary detectors; (6) scattering chamber with silicon telescope detectors.
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2500 hours per year. Nuclear physics experiments, which typically run continuously over
several days, rely on students and academic staff who are trained in the operation of the
cyclotron to maintain continuous beam operation. Radiation biology experiments and isotope
production runs typically require shorter irradiations and are conducted during day hours with
technical staff present. Being a university laboratory, OCL has strong focus on education
and produces several master and PhD theses each year, both at the University of Oslo and
at institutions abroad. Construction and operation of experimental equipment also involve
strong student participation. Research projects leading to master and PhD theses are scheduled
with priority.

2 The MC-35 cyclotron and research infrastructure at OCL

The MC-35 cyclotron was built in 1978 by Scanditronix AB in Uppsala, Sweden. After
installation in the basement of the Department of Physics on the Blindern Campus of the
University of Oslo, the first beam was extracted in 1979. The cyclotron accelerates 1H+

(8 − 35 MeV), 2H+ (4 − 18 MeV), 3He2+ (6 − 47 MeV), and 4He2+ (8 − 35 MeV). The
magnet has a pole face diameter of 130 cm and three sectors with the gap and maximum field
strength varying from 10 cm and 2.0 T to 18 cm and 1.3 T. The cyclotron is equipped with
eight concentric circular trim coils and three sets of four harmonic coils. The cyclotron has an
internal Penning Ionization Gauge (PIG) ion source and is equipped with a recovery system
for 3He. The acceleration system consists of two dees at 90◦ with a maximum accelerating
voltage of 40 kV. The RF resonators can be tuned between 12 and 27 MHz, with a maximum
power output of 40 kW. The beam is extracted at a radius of 51 cm via an electrostatic deflector
and a magnetic channel. The beam can be directed to six different target stations, three of
which are located in the cyclotron vault itself, and three in a well-shielded experimental hall
after passing through a 90◦ analyzing magnet. The floor plan of the laboratory is shown in
Fig. 1.
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Fig. 1 The OSCAR setup with 30 LaBr3 detectors (left). Floor plan of OCL showing the cyclotron vault,
the experimental hall, and adjacent laboratories (middle). The beam can be delivered to six different beam
lines: (1) solid targets for medical isotope research; (2) high-intensity irradiation of materials in vacuum or
air; (3) liquid target station for production of 18F (presently not in use); (4) irradiation of cells and biological
samples in air; (5) OSCAR with auxiliary detectors; (6) scattering chamber with silicon telescope detectors.
Photograph of the Scanditronix cyclotron with the yoke jacked up during maintenance (right)

2500 hours per year. Nuclear physics experiments, which typically run continuously over
several days, rely on students and academic staff who are trained in the operation of the
cyclotron to maintain continuous beam operation. Radiation biology experiments and isotope
production runs typically require shorter irradiations and are conducted during day hours with
technical staff present. Being a university laboratory, OCL has strong focus on education
and produces several master and PhD theses each year, both at the University of Oslo and
at institutions abroad. Construction and operation of experimental equipment also involve
strong student participation. Research projects leading to master and PhD theses are scheduled
with priority.

2 The MC-35 cyclotron and research infrastructure at OCL

The MC-35 cyclotron was built in 1978 by Scanditronix AB in Uppsala, Sweden. After
installation in the basement of the Department of Physics on the Blindern Campus of the
University of Oslo, the first beam was extracted in 1979. The cyclotron accelerates 1H+

(8 − 35 MeV), 2H+ (4 − 18 MeV), 3He2+ (6 − 47 MeV), and 4He2+ (8 − 35 MeV). The
magnet has a pole face diameter of 130 cm and three sectors with the gap and maximum field
strength varying from 10 cm and 2.0 T to 18 cm and 1.3 T. The cyclotron is equipped with
eight concentric circular trim coils and three sets of four harmonic coils. The cyclotron has an
internal Penning Ionization Gauge (PIG) ion source and is equipped with a recovery system
for 3He. The acceleration system consists of two dees at 90◦ with a maximum accelerating
voltage of 40 kV. The RF resonators can be tuned between 12 and 27 MHz, with a maximum
power output of 40 kW. The beam is extracted at a radius of 51 cm via an electrostatic deflector
and a magnetic channel. The beam can be directed to six different target stations, three of
which are located in the cyclotron vault itself, and three in a well-shielded experimental hall
after passing through a 90◦ analyzing magnet. The floor plan of the laboratory is shown in
Fig. 1.
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Scanditronix MC-35
• Commissioned in 1979
• Light ion beams

• 1H+: 8-35 MeV
• 2H+: 4-18 MeV
• 3He2+: 6-47 MeV
• 4He2+: 8-35 MeV

• 3He recovery system
• ≈ 2500 hours of beam/year

A. Görgen et al., Eur. Phys. J Plus 136, 181 (2021)
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The CACTUS array

• Commission ≈ 1990
• 28 large NaI:Tl detectors

• 5x5-inch detectors
• Collimated detectors
• Analog electrons
• Energy resolution ≈ 7% (1332 keV)
• Time resolution ≈ 17 ns
• Total efficiency 15.2% at 1332 keV

• Full energy efficiency≈4.5%,1332 keV

522.01.2024



The OSCAR array

• Commissioned 2018
• Largest LaBr3:Ce array
• Budget ≈ 23.3 MNOK (≈ 2.3 M€)
• 30 large volume LaBr3:Ce 

detectors 
• 3.5x8-inch detectors

• National Research Infrastructure
• Digital Data Acquisition
• Improves resolution by

• Energy ≈ 3-5
• Time > 10x

• Efficiency > 3x

622.01.2024



The OSCAR detectors
• Built at OCL
• Design based on the HECTOR+ 

array
• Large volume LaBr3:Ce

• BrilianCe 380 from Saint-Gobain 
Crystals1

• Redesigned housing with thin Al 
window

• Hammamatsu R10233-100 PMT
• Maximum gain 2.5x104

• Minimum quantum efficiency 41%
• Active voltage dividers `LABRVD` 

designed by the Milano Group
71Now Luxium Solutions22.01.2024



The OSCAR frame

• Aluminum frame
• Approximate isotropic
• Three different detector

distances
• 16.3 cm: 57% of 4π
• 22.0 cm: 30% of 4π
• 42.0 cm: 8.4% of 4π

• Designed by Jan 
Mierzejewski, 
Component3D, Poland

822.01.2024



OSCAR+SiRi
• Silicon Ring Array – SiRi
• Eight trapezoidal assemblies
• Each trapezoid: ΔE-E telescopes
• Covers angles:

• Forward: 40° to 58°
• Backwards: 126° to 140°

• ΔE:
• Eight segments, 2° each
• Thickness: 130 μm

• E:
• Single crystal, thickness: 1550 μm

• Designed and manufactured in 
collaboration with SINTEF MiNaLab, 
Norway 

9
M. Guttormsen et al., Nucl. Inst. and Meth. Phys. Res. A 648, 168 (2011)

2

Target'wheel''
(4'targets)'

Beam'direc4on'

Target' 47o'
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E''''1550'µm'
∆E''''130'µm'

FIG. 1: Illustration of the set-up. Only one DE �E detector module
is shown with a center at q = 47� with respect to the beam axis.
One cone of aluminum foil is placed in front of all the 8 telescope
modules to reduce d -electrons impinging on the front detector. The
target chamber also houses a target wheel with place for 4 targets.

mented. By requiring that only one DE pad fires, pile-up
events in the E detector shared by the pads can be rejected.

The particle-telescopes are to be placed inside the exist-
ing vacuum target chamber of the CACTUS NaI array. The
28 NaI detectors are placed at a distance of 22cm from the
target and are distributed on a spherical frame. Each NaI is
equipped with a conical 10cm thick lead collimator between
the target and detector with an opening of � = 70mm at the
NaI-detector front surface. The chamber is a cylindrical tube
with an inner length of 48.0 cm and a diameter of 11.7 cm.
To obtain reasonable high direct reaction cross sections with
low spin transfer, we measure the outgoing particles at angles
q = 47�±7 � with respect to the beam axis. Lower scattering
angles would give significant pile-up due to the strongly in-
creasing elastic cross section and, thus, impose the necessity
to run with lower beam current.

The center of each detector module is placed at 5.0 cm from
the target. Present technology requires that the silicon wafers
are flat, and we find that eight trapezoidal-shaped telescope
modules form an approximate ring around target. The DE de-
tectors is segmented into eight curved pads, covering mean
scattering angles q between 40 and 54� in 2 � steps per pad
(corresponding to ⇡ 1.7mm). Figure 1 shows the arrange-
ment of the telescope system within the target chamber.

The detector system is designed for measuring various out-
going charged particles appearing for the projectile types and
energies available at OCL. The yield of making good 2–4 cm2

area detectors with thickness > 2mm, is low due to bad bulk
properties as a result of an increasing number of impurities.
Also, high depletion voltages require that broad guard rings
surround the active areas. A good compromise for the beam
energies needed for the Oslo method, is a DE and E detec-
tor with thicknesses of 130 and 1550µm, respectively. Such
a telescope system will be able to measure and identify pro-
tons and 4He-ions in the energy regions of 3.7 – 16.5MeV

TABLE I: Particle energies deposited in the telescope. The sec-
ond column gives the maximum energy deposited in the DE front
detector, which represents the lowest energy applicable. The three
columns to the right represent the highest energy that is stopped by
the DE +E detector, and the corresponding energy deposits in the
DE (130µm) and E (1550µm) detectors.

Particle DE DE +E DE E

type (MeV) (MeV) (MeV) (MeV)
p 3.7 16.5 0.7 15.8
d 4.9 22.3 1.0 21.3
t 5.7 26.5 1.2 25.3
3He 13.4 58.3 2.6 55.7
↵ 15.0 65.9 2.9 63.0

!""""""""""""""""""""""""""""""""""""""""""""""#!"$$"

%&"'()"#*"

%+"'()"#*"

%!"'()"#*"

&,"'()"#*"

&-"'()"#*"

&&"'()"#*"

&+"'()"#*"

&!"'()"#*"

FIG. 2: Layout of the front DE detector. The curved pads are de-
signed to specific angles q .

and 15.0 – 63.0MeV, respectively. A more complete list of
particle types and energies is shown in Table I.

III. DETECTOR LAYOUT

The thick E detector (1550µm) needs a high bias voltage
in order to be fully depleted. Therefore, 18 guard rings are
surrounding each detector’s active area, covering a ring width
of 1700µm, which is comparable with the detector thickness.
As DE and E detectors are mounted just behind each other, a
larger active area in the thin detectors would not increase the
efficiency of coincident DE �E measurements. In order to
avoid extra mask costs, it was therefore decided to equip the
DE detectors with the same guard-ring structure.

Figure 2 shows the layout of the thin DE front detector. The
detector is equipped with eight curved pads so that the scatter-
ing angle q is constant for each pad. Due to this curvature and
the trapezoidal shape of the detector, an area about as large as
half a pad is not used for detection, see Fig. 2. The area of
the pads increases with q . In the spherical limit (ignoring the
guard rings), the corresponding solid angle covered by each

22.01.2024



Data Acquisition System
• Digital system from XIA LLC

• Based around the Pixie-16 modular system

• Single crate:

• LaBr3:Ce: 14-bit, 500 MHz (2 + 1 spare)

• SiRi: 16-bit, 250 MHz (5 + 1 spare)

• Each channel individually triggered

• Storing only gamma events within 500 ns of a particle 

event

• Virtually no deadtime

• Improves throughput significantly (> 10x)

• Optimized for throughput

1022.01.2024



Energy Resolution

11

𝐹𝑊𝐻𝑀@1778.969	𝑘𝑒𝑉 = 38.699 33 	keV
Resolution: 2.175(2)%

22.01.2024



Time Resolution

12

Particle-gamma time:
𝐹𝑊𝐻𝑀: 3.098 12  ns

22.01.2024



Time Resolution

130+

42+ 6888 keV

2+ 1779 keV

gs
28Si

5108 keV

1779 keV

Gamma-gamma time:
𝐹𝑊𝐻𝑀: 1.354 14  ns

22.01.2024



TOF neutron/gamma discrimination

14

OSCAR 
time-energy matrix

28Si(d,p)29Si

γ-rays

OSCAR 
time spectrum
28Si(d,p)29Si

neutrons

22.01.2024

Detector at 42 cm from target



Efficiency

15

F. Zeiser et al., Nucl. Inst. Meth. Phys. Res. A 985, 164678 (2021)
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Geant4 model

• Entire array implemented in 
Geant4

• Crystal, housing, PMT
• Frame and support structure

• Simulated response function for 
energies between 100 keV and 
20 MeV

• Model published in F. Zeiser et 
al., Nucl. Inst. Meth. Phys. Res. A 
985, 164678 (2021)

1622.01.2024



Geant4 model

17F. Zeiser et al., Nucl. Inst. Meth. Phys. Res. A 985, 164678 (2021)22.01.2024



The Oslo Method
• Measure the Nuclear Level 

Density and gamma-ray
strength function simultaneously

• Important parameters for 
nuclear reaction calculations

• Nuclear astrophysics
• Nuclear reactors
• Isotope production

• Input for the Oslo Method: 
Excitation versus gamma 
energy matrices

18

≈ 135º

LaBr3(Ce)

Si DE-E 
telescope

p

Target nucleus, 57Fe

p'

22.01.2024



The Oslo Method
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energies to the least-!2 fit. Unfortunately, the mathematical
structure of the relevant equations in the least-!2 fit does not
allow us to find a unique solution for the level density and
"-ray transmission coefficient. However, it has been shown
that all solutions with the same !2 can be obtained by the
transformation of one randomly chosen solution according to
[1]

#̃!E − E"" = A exp#$!E − E""$#!E − E"" , !1"

T̃!E"" = B exp!$E""T!E"" . !2"

The three free parameters A, B, and $ have to be deter-
mined to give the physically most relevant solution to the
least-!2 fit using independent experimental information.
The most common way is to count the number of discrete

levels at low excitation energies #23$ and to use the aver-
age neutron resonance spacing at Bn to find values for A
and $. The remaining parameter B is then determined us-
ing the average total radiative width of neutron resonances
#6$. In the case of 56Fe, there are no data on neutron reso-
nances and, thus, the information about the level density
around Bn in 56Fe has to be obtained by different means. In
order to do so, we calculate the level density at Bn in 57Fe
using a backshifted Fermi-gas expression with the param-
etrization of von Egidy et al. [24], where we apply an ad-
ditional overall renormalization factor to match the level
density determined from neutron resonance spacings. Then,
we use the same level-density parametrization (including the
same renormalization factor but with parameters appropriate
for 56Fe) to calculate the level density at Bn in 56Fe. Using
this data point instead of the unknown average neutron reso-
nance spacing, we proceed in the same way as for the other
three nuclei [1,25]. The estimated level density of 56Fe at Bn
obtained in this manner is in good agreement with experi-
mental data obtained from particle evaporation studies [26].
In Fig. 4 we show the extracted level densities in 56,57Fe

and 96,97Mo from the present data. The quality of the results
strongly suggests that statistical methods can be applied in
this intermediate mass region. This is further supported by,
e.g., studies of the total " cascade after keV-neutron capture
where it has been shown that sufficient averaging over initial
states allows the description of the resulting " spectrum
within the statistical model [27]. Since the experimental evi-
dence strongly implies that the Oslo method can provide
valid results in this intermediate mass region, we focus on
the physics implications of the experimental level densities.
The most striking features in the level-density curves in

Fig. 4 are the steps starting at 2.9 MeV in 56Fe and 1.8 MeV

FIG. 3. Experimental primary " spectra (data points with error
bars) at two different initial excitation energies (indicated in the
figure) compared to the least-!2 fit (solid lines) for the
97Mo!3He, 3He!""97Mo reaction. The fit is performed simulta-
neously to the entire primary " matrix of which the two displayed
spectra are only a small fraction. The first-generation spectra are
normalized to one at each excitation energy bin.

FIG. 4. Experimental level densities for the four nuclei under study (full and open symbols represent even and odd nuclei, respectively).
Wherever available, level-density data from neutron resonance spacings have been added (triangles). The square represents level-density data
from a particle evaporation study [26]. The smooth solid curves are the renormalized level-density parametrizations according to von Egidy
et al. [24]. The jagged solid lines are level-density information from counting of discrete levels as given in the Table of Isotopes [23].
Apparent step structures in the level densities are marked by arrows. In the level density of 56Fe, the bump and the plateau at 0.8 MeV and
2.0 MeV, respectively, are due to the first and second excited states.

LEVEL DENSITIES IN 56,57Fe AND 96,97Mo PHYSICAL REVIEW C 68, 054326 (2003)

054326-3

22.01.2024



Low Energy Enhancement

• First measured with the Oslo 
Method in 56Fe

• Measured to be dipole
• E1/M1 not yet

experiementally determined

22.01.2024 20

strips (!! ¼ 2"), covering scattering angles between 40"

and 54". In total, SiRi has a solid-angle coverage of# 6%.
Using the !E$ E technique, each charged-particle spe-
cies was identified and a gate was set on the outgoing
protons. From the reaction kinematics, the proton energy
was converted into excitation energy in the residual
nucleus.

In this experiment, the CACTUS array contained 22
collimated 500 % 500 NaI:Tl detectors, and six collimated
3:500 % 800 LaBr3:Ce detectors [16,17] from the Milano
HECTORþ array. At the front of the crystals, the conically
shaped lead collimators have a radius of 3.5 cm, and the
distance to the target is 22 cm, yielding an internal semi-
angle of 9". The NaI detectors were placed in the CACTUS
frame with six different angles ! with respect to the beam
axis: 37.4", 63.4", 79.3", 100.7", 116.6", and 142.6", while
the LaBr3 crystals covered four angles: 63.4", 79.3",
100.7", and 116.6".

The " spectra were unfolded using the technique
described in Ref. [18], but with new response functions
from " lines of excited states in 13C, 16;17O, 28Si, and
56;57Fe populated with various inelastic-scattering and
transfer reactions. Furthermore, the distribution of the
primary " rays for each excitation-energy bin (124 keV
wide) was determined from an iterative subtraction tech-
nique [19].

From the matrix of primary " spectra, we have extracted
simultaneously the level density and "-transmission coef-
ficient for 56Fe using the least #2 method given in
Ref. [20]. The absolute value and slope of the level density
were determined from discrete levels [21] below an exci-
tation energy of E ¼ 4 MeV and from the comparison to
particle-evaporation data [22,23]. To get the absolute value
of the "-transmission coefficient, we used estimated values
from systematics (as there are no experimental values) for
the neutron-resonance level spacingD0 ¼ 2500ð1250Þ eV,
the total, average " width h""i ¼ 1500ð750Þ meV, and
spin cutoff parameters from Ref. [24]. Assuming that
dipole radiation dominates the " decay in the quasicontin-
uum region, the "SF is deduced from the "-transmission
coefficient by

fðE"Þ ¼ T ðE"Þ=2$E3
"; (1)

where fðE"Þ is the "SF for " energy E", and T ðE"Þ is the
"-transmission coefficient. The resulting "SFs obtained
from the LaBr3 and NaI " spectra are shown in Fig. 1.

We observe that our new data are in overall very good
agreement with the (3He, %") data of Ref. [7]. The upbend
is confirmed, using new, higher-resolution detectors and
response functions. Also, the different reaction type
is expected to populate lower initial spins than the
(3He, %") reaction, which has a high cross section for
high-‘ pickup [25]. Compared to the (3He, %") experi-
ment, the particle-detector resolution has been improved
from 400 to 90 keV (full width at half maximum), and the

"-energy resolution has been improved by more than a
factor of 2 for all " energies using the LaBr3 crystals. Thus,
the upbend is clearly independent from systematic errors in
the detector response and reaction-induced effects. The
difference in strength at high " energies might be due to
small variations in the normalization of the level density
and the new and more precise response functions. Also, we
see a good match with photoneutron data on 59Co [26],
supporting the chosen values for D0 and h""i.
Making use of the various angles for which the NaI

detectors were placed, angular distributions were extracted
by sorting the data into (E, E") matrices according to the
angle ! of the NaI detectors relative to the beam direction.
From the intensities as a function of angle, we have fitted
angular-distribution functions of the form [27]

Wð!Þ ¼ A0 þ A2P2ðcos!Þ þ A4P4ðcos!Þ; (2)

where Pkðcos!Þ is a Legendre polynomial of degree k. The
LaBr3 detectors were placed at only four angles and were
not used for this analysis, although we note that the shapes
of the angular distributions for the LaBr3 and NaI detectors
are in very good agreement for the four overlapping angles.
The normalized angular-distribution coefficients are

given by ak ¼ Qk%kAk=A0, where Qk # 1 is the geomet-
rical attenuation coefficient due to the finite size of the "
detectors, and %k is the attenuation due to partial alignment
of the nuclei relative to the beam direction. Errors in the
intensities are given by &tot ¼ &stat þ &syst, where the sta-

tistical errors are estimated with
ffiffiffiffi
N

p
whereN is the number

of counts, and the systematic errors are deduced from the
relative change in N for each symmetric pair of angles
(37.4",142.6"), (63.4",116.6"), and (79.3",100.7"). Note
that for this high-statistics experiment, the statistical error
bars are in general small. However, the systematic uncer-
tainties due to partly asymmetric " intensities for the pairs
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FIG. 1 (color online). Gamma-strength functions of 56Fe from
the present experiment and from the (3He, %") data [7] com-
pared with 59Coð"; nÞ data from Ref. [26].

PRL 111, 242504 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

13 DECEMBER 2013

242504-2

The angular distributions for a nonstretched and a
stretched M1ðþE2Þ transition in 56Fe are shown in
Figs. 2(e) and 2(f), while in Fig. 4(a), a stretched
(E1) transition is displayed. The angular distribution of

high-energy ! rays for E> 6:6 MeV is shown in Fig. 4(b)
and for a narrow gate in the region of the upbend in Fig. 4(c),
with a shape consistent with a stretched dipole (the exact
initial and final spin is unknown). A theoretical distribution
assuming a 4 ! 3 transition is shown, using values of
amax
2 ¼ %0:357, amax

4 ¼ 0:0 [27], to be compared with the
values from the fit a2 ¼ %0:35ð4Þ, a4 ¼ %0:10ð6Þ.
The angular distribution for the whole low-energy

region (the box in Fig. 3) is displayed in Fig. 4(d), clearly
resembling the high-energy part.
To determine the angular-distribution coefficients for the

high-energy ! rays and in the region of the upbend, we
have performed independent fits of Eq. (2) to 720-keV-
wide excitation-energy slices of the primary ! matrix.
Then, a linear fit was performed for all the extracted
angular-distribution coefficients, giving a2 ¼ %0:07ð1Þ,
a4 ¼ %0:09ð1Þ and a2 ¼ %0:12ð3Þ, a4 ¼ %0:08ð3Þ for
the low- and high-energy ! rays, respectively (dashed lines
in Fig. 4). The ak coefficients for the two energy regions
are compatible within 1", which indicates that the nature
of these ! rays is very similar. By applying a weight of 2=3
for the stretched and 1=3 for the nonstretched known
dipole transitions in 56Fe as given in Table I (E! ¼ 1038,
1771, 3037, and 3663 keV), the expected ak coefficients
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Nuclear Astrophysics
• Elements heavier than iron –

neutron capture processes
• s-process
• i-process
• r-process

• The Oslo Method:
• Indirect method to measure 

neutron capture rates
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The Oslo Method
• First Generation Matrix
• Proportional to NLD & gamma 

transmission coefficients
• 𝑃 𝐸7, 𝐸8 ∝ 𝒯 𝐸8 & 𝜌 𝐸9 = 𝐸7 − 𝐸8

• 𝑃67 𝐸8𝐸9 = 𝒯 ;! <(;"=;!)

∑
#!$#!%&'
#" 𝒯 ;! <(;"=;!)

• 𝑓!"# 𝐸$ = 𝑓%# 𝐸$ + 𝑓&# 𝐸$ ≈ 𝒯(%!)
*+%!"
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The Shape Method

• Model independent method
• Provides external data 

constrining the slope of Oslo 
Method data
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FIG. 6. (a) The primary γ matrix P(Eγ , Ei ) of 144Nd showing the cuts for the two the diagonals. (b) The resulting γ SF from the shape
method (filled and open blue triangles) compared to the Oslo method using η = 1.0 and 0.22. The filled red square data point is taken from
discrete resonance capture data (DRC) [3].

the counts ND1 and ND2, a pair of internally normalized values
f (Eγ 1) and f (Eγ 2) is extracted by exploiting the proportion-
ality of Eq. (16). These pairs are then connected together by
a sewing technique based on logarithmic interpolation. The
obtained strength function f (Eγ ) has in principle the correct
functional form, but the absolute normalization is arbitrary
and must be determined by other means. More details of the
shape method are given by Wiedeking et al. [11].

Figure 5(b) shows the result of the Shape method giv-
ing a perfect overlap with the Oslo method data using
a level-density reduction factor η = 0.22 at Sn. Here, the
Shape-method data points are multiplied by a common
absolute-normalization factor, which is found by a χ2 fit to the
Oslo data in the Eγ = 2.5–7.3 MeV energy region. The γ SF
data points from populating the two diagonals (filled and open
blue triangles) scatter slightly, indicating that the systematic
uncertainties with the Shape method is small in the case of
150Nd. The fact that the side-feeding technique and the shape
method give consistent results is very gratifying.

We also test the shape method on 144Nd where known
(n, γ ) data exist for comparison. Figure 6(a) shows that an-
other advantage with this almost spherical nucleus (β2 =
0.125) is that the diagonal to the 0+ (0 keV) and 2+ (697 keV)
are well separated and thus more accurate integrals for D1 and
D2 can be obtained. The 0+ ground level is reached by dipole
transitions from initial spin/parities 1±, whereas the 2+ level
is populated by decay from the 1±, 2±, and 3±. It is therefore
important to use reasonable probabilities plevel (see Table II)
for the initial spins populated in the reaction.4

4If the two diagonals represent decay to levels with identical spin-
parities or with a broad range of spin-parities, the values of plevel can
be kept fixed for all spins.

The results of the shape method are displayed in Fig. 6(b).
Again we see a good agreement between the γ SF from the
Shape method and the Oslo method using η = 0.22. In ad-
dition, the two γ SFs agree well with the discrete resonance
capture data (DRC) [3], which gives additional support to our
procedure described above.

We conclude that the two test cases 144,150Nd strongly
suggest that a common level density reduction factor of η =
0.22(2) at Sn is reasonable for the (p, p′) reaction with 16-
MeV protons on these neodymium isotopes.

B. Spin distribution of the (d, p) reaction

In the present work, (d, p) reactions are used to study the
odd-A neodymium isotopes. Here, the side-feeding method
cannot be applied due to many close-lying γ -ray lines that
are not separated due to the limited detector resolution. Also,
intraband transitions connecting close-lying rotational bands
complicate the extraction of side feeding from the quasicon-
tinuum. However, the shape method is applicable provided
that the two diagonals include levels of known spin-parities.

The best case for the shape method applied to the (d, p)
reaction is 145Nd, where the lowest diagonal D1 is well de-
fined with the levels 7/2− (0 keV), 3/2− (67 keV), and 5/2−

(73 keV). Diagonal D2 is more problematic; however, we have
taken ten levels in the final excitation region 0.66–1.09 MeV
with average spin of ⟨Jf ⟩ ≈ 2.9.

Figure 7(a) shows the diagonals and integration limits for
145Nd, and the shape method results are displayed as filled and
open blue triangles in Fig. 7(b). As shown, the Oslo method
with intrinsic spin distribution (solid grey squares) exhibits a
γ SF too steep compared to the shape method. By introducing
a level density reduction factor at Sn of η = 0.11(2), a very
good overlap between the Oslo and shape methods is obtained.
As for the (p, p′) reaction, we assume that the experimental
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TABLE II. Average probability plevel for populating individual
levels in the (p, p′) and (d, p) reactions at Sn. The data are normal-
ized to unity for Ji = 0 or 1/2.

150Nd(p, p′) 150Nd 144Nd(d, p) 145Nd

Ji plevel Ji plevel

0 1.00 1/2 1.00
1 0.91 3/2 0.72
2 0.76 5/2 0.41
3 0.57 7/2 0.19
4 0.39 9/2 0.07
5 0.25 11/2 0.02
6 0.14 13/2 0.00
7 0.07 15/2 0.00
8 0.04 17/2 0.00
9 0.02 19/2 0.00
10 0.01 21/2 0.00

The average probability for populating individual levels of
spin Ji at excitation energy Ei is given by

plevel(Ei, Ji ) ∝
g(Ei, Ji )exp

g(Ei, Ji )tot
, (15)

which is shown as the red dashed-dotted curve (arbitrary
units) in Fig. 4(b). The probability plevel(Ei, Ji ) has to be
taken into account in the shape method if γ -decay rates to
final levels with different spins are compared. The population
probabilities for various initial spins are listed in Table II. It
is interesting to note from Eqs. (8) and (15) that the func-
tional form of plevel for the present surface-induced light-ion
reactions follows the right part of a Gaussian centered at
J = −1/2; see the red dashed-dotted curve in Fig. 4(b).

We will now test if the above findings are consistent with
the shape method results and known (n, γ ) data. The shape

method [11] relies on measuring the number of counts ND in
a diagonal D of the primary matrix defined by Ei = Eγ + E f
for a fixed value of E f . Examples of such diagonals are
revealed as D1 and D2 in Fig. 5(a). The number of γ -ray
transitions with energy Eγ from a given initial excitation
energy Ei is given by

ND ∝ f (Eγ )E3
γ

∑

[Jf ]

Ji=Jf +1∑

Ji=Jf −1

plevel(Ei, Ji ) g(Ei, Ji )tot, (16)

where the fixed final excitation energy E f = Ei − Eγ defines
the diagonal D. All transitions are assumed to be dipole
as the dipole strength is known to be dominant within the
quasicontinuum [23]. The notation [Jf ] describes the spins
of the final levels within the diagonal; e.g., if the diagonal
contains four levels with [Jf ], then

∑
[Jf ] is the sum over those

corresponding four terms. The second sum is restricted to the
available spins J populated by dipole transitions connecting
initial and final levels, which generally include three initial
spins. However, in the case of Jf = 0 only the Ji = 1 spin is
included, and for Jf = 1/2 only the Ji = 1/2 and Ji = 3/2
spins are included.

The primary P(Eγ , Ei ) matrix for 150Nd is shown in
Fig. 5(a) including two diagonals with their integration limits
shown as black lines. Diagonal D1 includes the 0+ (0 keV),
2+ (130 keV), and 4+ (381 keV) final levels and diagonal
D2 includes 12 levels in the final excitation energy region
0.85–1.3 MeV with average spin of ⟨Jf ⟩ ≈ 3.0.

The shape method implemented in the present work is
based on the code diablo.c available on the Oslo Cyclotron
GitHub [17]. The algorithm of the code steps through one
initial excitation energy Ei of the primary P(Eγ , Ei ) matrix
and integrates the number of counts at the diagonals D1 and D2
within the window Ei ± "Ei/2, "Ei being the bin size. From
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the counts ND1 and ND2, a pair of internally normalized values
f (Eγ 1) and f (Eγ 2) is extracted by exploiting the proportion-
ality of Eq. (16). These pairs are then connected together by
a sewing technique based on logarithmic interpolation. The
obtained strength function f (Eγ ) has in principle the correct
functional form, but the absolute normalization is arbitrary
and must be determined by other means. More details of the
shape method are given by Wiedeking et al. [11].

Figure 5(b) shows the result of the Shape method giv-
ing a perfect overlap with the Oslo method data using
a level-density reduction factor η = 0.22 at Sn. Here, the
Shape-method data points are multiplied by a common
absolute-normalization factor, which is found by a χ2 fit to the
Oslo data in the Eγ = 2.5–7.3 MeV energy region. The γ SF
data points from populating the two diagonals (filled and open
blue triangles) scatter slightly, indicating that the systematic
uncertainties with the Shape method is small in the case of
150Nd. The fact that the side-feeding technique and the shape
method give consistent results is very gratifying.

We also test the shape method on 144Nd where known
(n, γ ) data exist for comparison. Figure 6(a) shows that an-
other advantage with this almost spherical nucleus (β2 =
0.125) is that the diagonal to the 0+ (0 keV) and 2+ (697 keV)
are well separated and thus more accurate integrals for D1 and
D2 can be obtained. The 0+ ground level is reached by dipole
transitions from initial spin/parities 1±, whereas the 2+ level
is populated by decay from the 1±, 2±, and 3±. It is therefore
important to use reasonable probabilities plevel (see Table II)
for the initial spins populated in the reaction.4

4If the two diagonals represent decay to levels with identical spin-
parities or with a broad range of spin-parities, the values of plevel can
be kept fixed for all spins.

The results of the shape method are displayed in Fig. 6(b).
Again we see a good agreement between the γ SF from the
Shape method and the Oslo method using η = 0.22. In ad-
dition, the two γ SFs agree well with the discrete resonance
capture data (DRC) [3], which gives additional support to our
procedure described above.

We conclude that the two test cases 144,150Nd strongly
suggest that a common level density reduction factor of η =
0.22(2) at Sn is reasonable for the (p, p′) reaction with 16-
MeV protons on these neodymium isotopes.

B. Spin distribution of the (d, p) reaction

In the present work, (d, p) reactions are used to study the
odd-A neodymium isotopes. Here, the side-feeding method
cannot be applied due to many close-lying γ -ray lines that
are not separated due to the limited detector resolution. Also,
intraband transitions connecting close-lying rotational bands
complicate the extraction of side feeding from the quasicon-
tinuum. However, the shape method is applicable provided
that the two diagonals include levels of known spin-parities.

The best case for the shape method applied to the (d, p)
reaction is 145Nd, where the lowest diagonal D1 is well de-
fined with the levels 7/2− (0 keV), 3/2− (67 keV), and 5/2−

(73 keV). Diagonal D2 is more problematic; however, we have
taken ten levels in the final excitation region 0.66–1.09 MeV
with average spin of ⟨Jf ⟩ ≈ 2.9.

Figure 7(a) shows the diagonals and integration limits for
145Nd, and the shape method results are displayed as filled and
open blue triangles in Fig. 7(b). As shown, the Oslo method
with intrinsic spin distribution (solid grey squares) exhibits a
γ SF too steep compared to the shape method. By introducing
a level density reduction factor at Sn of η = 0.11(2), a very
good overlap between the Oslo and shape methods is obtained.
As for the (p, p′) reaction, we assume that the experimental
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Systematic studies of Nd isotopes
• Is there a connection between the LEE 

and the SM? Deformation?
• NLD & gSF measured for 142,144-151Nd
• First obervation of LEE & SM in same 

nucleus
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Fig. 2. Experimentally extracted NLDs (solid blue circles) of the 142,144−151Nd isotopes. The gray histograms show the NLD of known discrete levels. The total NLDs evaluated 
from neutron capture resonance spacings D0 are displayed as open black squares. SMMC level densities for the 142−150Nd isotopes are shown by solid red squares.

4. SMMC calculations

The SMMC method [41,42] enables the exact calculation (up to 
statistical errors) of NLDs in the framework of the configuration-
interaction (CI) shell model. This method allows us to use many-
particle model spaces that are many orders of magnitude larger 
than those that can be treated by conventional shell model meth-
ods [43]. In contrast to combinatorial and mean-field approaches, 
the SMMC approach does not require any empirical enhancement 
factors, and is therefore a suitable approach for studying the de-
formation dependence of the NLD.

We carried out SMMC calculations in the proton-neutron for-
malism [44] for the chain of neodymium isotopes 142−152Nd. The 
CI shell model space includes the complete 50 − 82 shell plus the 
1 f7/2 orbital for protons, and the complete 82 − 126 shell plus 
the 0h11/2 and 1g9/2 orbitals for neutrons. The effective interac-
tion parameters are given in Ref. [21]. For the odd-mass isotopes, 
there is a sign problem associated with the projection on an odd 
number of neutrons at low temperatures and the ground-state en-
ergies were taken from Ref. [45]. The latter estimated ground-state 
energies for all the odd neodymium isotopes in the chain with the 
exception of 151Nd.

In contrast to state densities that count the 2 J + 1 degeneracy 
of each level with spin J , the measured level densities count each 
such level only once. In SMMC, the level densities are obtained 
by projection on M = 0 (M = 1/2) for even-mass (odd-mass) nu-
clei [46,47]. SMMC state densities for the neodymium isotopes 
were presented in Ref. [48]. We provide more details for the SMMC 
calculations in the Supplemental Material [27].

5. Results

In Fig. 2 we compare the experimentally extracted NLDs of 
142,144−151Nd with the SMMC results. Above an excitation energy 
of ∼ 2 − 3 MeV, the experimental NLDs are almost linear in a log-
arithmic scale and are well-described by the constant-temperature 
formula (3). It was conjectured that this behavior emerges once 
the first pair of nucleons is broken [49–51], i.e., for an excitation 
energy E > 2!, where ! is the pairing gap. In contrast to recent 
findings in 167,168,169Tm [52], we do not observe any experimental 
or theoretical signatures of irregular bumps in the NLD curves.

Fig. 3 shows the experimental and SMMC NLDs from Fig. 2 at 
three excitation energies of 2.5, 5 and 7.5 MeV as a function of 
deformation β2. The deformation of the even-mass isotopes is de-
termined from the compilation of Pritychenko et al. [40], using 

Fig. 3. Experimental (open squares) and SMMC (solid squares) level densities for 
142−151Nd at excitation energies E = 2.5, 5.0 and 7.5 MeV. The experimental data 
points at E = 7.5 MeV are extrapolated using the constant-temperature formula (3)
with values of TCT given in Table 1. The curves are calculated from Eq. (4); see text.

the measured B(E2) values between the ground state and the first 
excited 2+ state. For the odd-mass isotopes, we assume a deforma-
tion that is the average of their even-mass neighbors. These values 
of β2 are listed in Table 1; see also the Supplemental Material [27].

At excitation energies of 2.5 MeV and 7.5 MeV, the NLD is de-
termined, respectively, by known low-lying discrete levels which 
we assume to be a complete set and by the average neutron res-
onance spacing D0, while at the intermediate excitation energy of 
5 MeV, the NLD is determined by the Oslo method. We find that 
the deformation dependence of the experimental NLDs at these 
three excitation energies follow closely the empirical form

ρ(β2) = C exp[−η(β2 − βmax
2 )], (4)

where C and η are fit parameters and βmax
2 = 0.25. The resulting 

fits of Eq. (4) to the experimental data are shown by the curves in 
Fig. 3. We obtain similar values of the parameter η for the even-
and odd-mass isotopes with η = 118, 136 and 166 at E = 2.5, 5.0
and 7.5 MeV, respectively. There is a strong odd-even effect where 
the NLD of an odd-mass nucleus is higher than the NLDs of its 
even-mass neighbors, which can be attributed to the blocking ef-
fect of the odd neutron [53].
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tail from the GDR is established, and we may introduce the
weaker and lower-lying structures on top of this. In cases
where no experimental data exist for certain γ -energy regions,
we use the neighboring isotopes as a guidance. We apply the
fit method implemented in ROOT, which is based on the MINUIT
package [30] with Hessian matrix error analysis.

We should point out that the Oslo method cannot sepa-
rate the data into E1 or M1 contributions. Furthermore, the
technique is restricted to an excitation energy of maximum
Sn, which is typically around 5–6 and 7–8 MeV for the odd-
and even-mass isotopes, respectively. Nevertheless, by also
exploiting other experimental data, we will obtain a reliable
description of the γ SF. Figure 9 presents our data together
with other external data for 142,144–151Nd. The various models
are shown as curves with corresponding model parameters
listed in Tables III and IV.

TABLE III. Parameters for the GDR resonances with Tf =
0.50 MeV. Parameters with uncertainties are from the fit.

Nucleus GDR1 GDR2

EGDR1 σGDR1 #GDR1 EGDR2 σGDR2 #GDR2

(MeV) (mb) (MeV) (MeV) (mb) (MeV)

142Nd 13.5(3) 89(18) 3.3(8) 15.3(4) 325(22) 3.8(1)
144Nd 14.4(7) 179(93) 4.4(11) 15.9(2) 184(103) 4.3(7)
145Nd 14.0(4) 166(48) 3.7(9) 16.1(2) 209(48) 4.8(9)
146Nd 13.1(7) 89(19) 3.9(19) 15.7(5) 435(30) 4.6(2)
147Nd 13.5 130 5.2 15.8 292 4.6
148Nd 13.8(9) 172(32) 6.4(28) 15.9(8) 147(58) 4.6(11)
149Nd 13.6 193 6.0 16.2 146 4.3
150Nd 13.4(2) 213(5) 6.7(5) 16.5(8) 145(9) 4.0(4)
151Nd 13.4 213 6.7 16.5 145 4.0
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Fig. 2. Experimentally extracted NLDs (solid blue circles) of the 142,144−151Nd isotopes. The gray histograms show the NLD of known discrete levels. The total NLDs evaluated 
from neutron capture resonance spacings D0 are displayed as open black squares. SMMC level densities for the 142−150Nd isotopes are shown by solid red squares.

4. SMMC calculations

The SMMC method [41,42] enables the exact calculation (up to 
statistical errors) of NLDs in the framework of the configuration-
interaction (CI) shell model. This method allows us to use many-
particle model spaces that are many orders of magnitude larger 
than those that can be treated by conventional shell model meth-
ods [43]. In contrast to combinatorial and mean-field approaches, 
the SMMC approach does not require any empirical enhancement 
factors, and is therefore a suitable approach for studying the de-
formation dependence of the NLD.

We carried out SMMC calculations in the proton-neutron for-
malism [44] for the chain of neodymium isotopes 142−152Nd. The 
CI shell model space includes the complete 50 − 82 shell plus the 
1 f7/2 orbital for protons, and the complete 82 − 126 shell plus 
the 0h11/2 and 1g9/2 orbitals for neutrons. The effective interac-
tion parameters are given in Ref. [21]. For the odd-mass isotopes, 
there is a sign problem associated with the projection on an odd 
number of neutrons at low temperatures and the ground-state en-
ergies were taken from Ref. [45]. The latter estimated ground-state 
energies for all the odd neodymium isotopes in the chain with the 
exception of 151Nd.

In contrast to state densities that count the 2 J + 1 degeneracy 
of each level with spin J , the measured level densities count each 
such level only once. In SMMC, the level densities are obtained 
by projection on M = 0 (M = 1/2) for even-mass (odd-mass) nu-
clei [46,47]. SMMC state densities for the neodymium isotopes 
were presented in Ref. [48]. We provide more details for the SMMC 
calculations in the Supplemental Material [27].

5. Results

In Fig. 2 we compare the experimentally extracted NLDs of 
142,144−151Nd with the SMMC results. Above an excitation energy 
of ∼ 2 − 3 MeV, the experimental NLDs are almost linear in a log-
arithmic scale and are well-described by the constant-temperature 
formula (3). It was conjectured that this behavior emerges once 
the first pair of nucleons is broken [49–51], i.e., for an excitation 
energy E > 2!, where ! is the pairing gap. In contrast to recent 
findings in 167,168,169Tm [52], we do not observe any experimental 
or theoretical signatures of irregular bumps in the NLD curves.

Fig. 3 shows the experimental and SMMC NLDs from Fig. 2 at 
three excitation energies of 2.5, 5 and 7.5 MeV as a function of 
deformation β2. The deformation of the even-mass isotopes is de-
termined from the compilation of Pritychenko et al. [40], using 

Fig. 3. Experimental (open squares) and SMMC (solid squares) level densities for 
142−151Nd at excitation energies E = 2.5, 5.0 and 7.5 MeV. The experimental data 
points at E = 7.5 MeV are extrapolated using the constant-temperature formula (3)
with values of TCT given in Table 1. The curves are calculated from Eq. (4); see text.

the measured B(E2) values between the ground state and the first 
excited 2+ state. For the odd-mass isotopes, we assume a deforma-
tion that is the average of their even-mass neighbors. These values 
of β2 are listed in Table 1; see also the Supplemental Material [27].

At excitation energies of 2.5 MeV and 7.5 MeV, the NLD is de-
termined, respectively, by known low-lying discrete levels which 
we assume to be a complete set and by the average neutron res-
onance spacing D0, while at the intermediate excitation energy of 
5 MeV, the NLD is determined by the Oslo method. We find that 
the deformation dependence of the experimental NLDs at these 
three excitation energies follow closely the empirical form

ρ(β2) = C exp[−η(β2 − βmax
2 )], (4)

where C and η are fit parameters and βmax
2 = 0.25. The resulting 

fits of Eq. (4) to the experimental data are shown by the curves in 
Fig. 3. We obtain similar values of the parameter η for the even-
and odd-mass isotopes with η = 118, 136 and 166 at E = 2.5, 5.0
and 7.5 MeV, respectively. There is a strong odd-even effect where 
the NLD of an odd-mass nucleus is higher than the NLDs of its 
even-mass neighbors, which can be attributed to the blocking ef-
fect of the odd neutron [53].
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have not included an LEE in the fit, as our data are insuffi-
cient to conclude on its existence in this case, we cannot say
whether this is the main reason or not. The 149Nd nucleus is
also dependent on interpolations from the neighboring nuclei.
This may cause the large resonance width of 1.9 MeV from
the fit, or indicate that this nucleus for some structural reason
really exhibits a large width.

An intriguing idea was proposed by Schwengner et al. [4]
based on large-scale shell-model calculations for 60,64,68Fe.
They find that the strength of the SM increases by a factor
of 2 when going from 60Fe to 68Fe. At the same time, the LEE
strength decreases correspondingly and thereby conserves the
total strength of B(M1) ≈ 9.8µ2

N . The conservation of the
summed SM and LEE strengths has been experimentally
tested for 147,149,151,153Sm [5], but large uncertainties prohibit
a firm conclusion.

The evolution of the LEE and SM is shown in Fig. 9. It is
clear that the LEE is present in 142,144–148Nd and the SM is
present in 147–151Nd. Here, 148Nd is a key nucleus since both
the LEE and SM are significantly present. For 145,146Nd, we
do not have sufficient experimental evidence from our data to
claim the presence of the scissors mode. It is interesting to
note that no SM strength could be seen for 146Nd in the (e, e′)
experiments [46].

In order to quantify the strength of the LEE and SM res-
onances as function of deformation (or mass number), we
integrate the corresponding γ SFs for the two structures. The
γ -decay strength from an initial level with spin Ji is propor-
tional with the number of available final spins Jf that can be
reached with a transition of electromagnetic character XL. If
we further assume an initial spin with Ji ! L, we obtain [1,55]

dB(XL)
dEγ

= L[(2L + 1)!!]2(h̄c)2L+1

8π (L + 1)
fXL(Eγ )

∑

Jf

1

= L[(2L + 1)!!]2(h̄c)2L+1

8π (L + 1)
fXL(Eγ )(2L + 1). (22)

This expression is now used to evaluate the total strength in
the γ -energy region 0–5 MeV. Assuming M1 electromagnetic
character, the upward integrated strength with L = 1 is given
by

B(M1) = 27(h̄c)3

16π

∫ 5MeV

0
f (Eγ )dEγ , (23)

where f (Eγ ) is modeled by Eqs. (20) and (21) for SM and
LEE, respectively. The factor in front of the integral has the
value 27(h̄c)3/16π = 2.598 × 108 µ2

N MeV2.
The LEE and SM strengths can now be evaluated from

their respective fit functions shown in Fig. 9 using Eq. (23).
Figure 10 summarizes the total M1 strengths for the nine
isotopes of the present experiment, which are also included
in Table IV. The error bars are mainly due to uncertainties
in the Tf = 0.50(5) parameter and the experimental ⟨#γ ⟩
value.

The blue curve of Fig. 10 shows the rise and fall of the LEE
strength with a maximum of ≈21µ2

N for 146,147Nd with β2 ≈
0.16. For 148Nd the strength drops to ≈9µ2

N and then vanishes
for the heavier isotopes. The strength of the SM (red curve)
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FIG. 10. The integrated LEE (blue diamonds) and SM (red trian-
gles) strengths B(M1) together with the summed strength of the two
structures (orange squares) as function of quadrupole deformation
β2. The strengths are integrated between Eγ = 0 and 5 MeV.

starts increasing at 147Nd and reaches a plateau of ≈8µ2
N for

the well-deformed 150,151Nd.
The summed strength of the LEE and SM structures is

shown as an orange curve in Fig. 10. It is clear that this curve
is far from constant and contradicts the picture of Schwengner
et al. [4]. First, we find that the SM structure does not account
for the missing strength of the LEE at 149–151Nd; it reaches
only one third of the maximum LEE strength. Secondly, there
is a strong increase of LEE strength from 142Nd to 146,147Nd
where no SM strength is present that could eventually account
for this behavior.

The 148Nd seems to be a key nucleus where both the LEE
and SM are coexisting. It is noteworthy that the clear onset of
the SM structure for this transitional nucleus coincides with
the onset of collectivity in the mean-field solution for the
shell-model interaction [12].

V. CONCLUSIONS AND OUTLOOK

The present study has shown that the limitation of trans-
ferred spin in the present (p, p′) and the (d, p) reactions has to
be taken into account when using the Oslo method. By includ-
ing the spin reduction, the slope of the γ SF is reduced. The
applied spin corrections are supported by the shape method
and γ -ray side feeding into the rotational ground-state band.
The corrected γ SF also matches (n, γ ) and (γ , n) data avail-
able from literature.

The (γ , n) data on the giant dipole resonances are modeled
using the GLO model with a fixed Tf = 0.50(5) MeV. The
fitted resonance parameters are exploited to obtain the E1
GDR tail, which is underlying the γ SF structures located at
lower γ energies.
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Test of Brink-Axel in Sn Isotopes
• Collective modes of excitation 

can be built on excited levels 
the same way as for the ground 
state

• Consequences:
• No dependence of spin/parity of 

the GSF
• No dependency on initial and final 

excitation energy
• GSF extracted with Oslo 

Method & Shape Method in 
120Sn and comparison to (p,p’) 
Coulex data

fðEi; Ef; Eγ; Jπi Þ ¼
hΓγðEi; Ef; Eγ; Jπi ÞiρðEi; Jπi Þ

E3
γ

;

one can extract information on the shape of the γ strength
from the intensities ND [defined in Eq. (13) of Ref. [67] ]
proportional to the average, partial radiative width
hΓγðEi; Ef; Eγ; Jπi Þi in the diagonals.
The GSF deduced from the shape method is shown in

Fig. 4 together with those extracted from the Oslo method
and from the ðp; p0Þ data. Data points from decay to the 0þ

and 2þ state are shown by red and green triangles,
respectively. The error bars include only statistical errors,
which are typically smaller than the symbol sizes. Since the
shape method does not provide an absolute normalization
of the strength, the results were scaled to the ðp; p0Þ data by
a least-squares fit. The shapes of all three GSFs agree
within their uncertainties, demonstrating independence
from the particular spin distribution of the initial and final
states. The comparison of the GSF from inelastic proton
scattering with the shape-method data points from ground-
state decay illustrates the direct correspondence between
“upward” and “downward” strengths.
Summary and conclusions.—We present a critical test of

the generalized BA hypothesis in heavy nuclei in the energy
region below the neutron threshold. It is based on a
comparison of the GSFs in 116;120;124Sn deduced from
relativistic Coulomb excitation in forward-angle inelastic
proton scattering [44] and from Oslo-type experiments.
The two sets of GSFs agree within experimental uncer-
tainties in the energy region between 6 MeV and the
neutron threshold, demonstrating that the generalized BA
hypothesis holds for the studied cases in this energy region,
and experiments based on ground-state photoabsorption
indeed provide the same information on GSFs in nuclei as

Oslo-type experiments. The presence of peaks around
6.5 MeVattributed to the PDR remains unclear in the Oslo
data. However, their overall contribution to the GSF—if
present—is small. Thus, the assumptions made in the
calculations of ðn; γÞ reactions relevant to r-process nucleo-
synthesis are verified. Further tests of the BA hypothesis
include a demonstration of the independence of the GSFs
from the energies and spins of initial and final states. The
latter utilizes the novel shape method [67], which allows a
largely model-independent extraction of the energy
dependence of the GSF from the selective decay to specific
final states.
It remains an open question to what extent these results

can be generalized. Since we are discussing averaged
properties, the most critical parameter is a sufficiently
large level density. The examples studied here are
semimagic nuclei with correspondingly low-level density
values. Thus, we expect that our conclusion on the BA
hypothesis may hold, in general, for heavy nuclei with
ground-state deformation (and thus higher level densities)
[19], except for doubly magic cases [69]. Future compar-
isons should explore the limits of ground-state photo-
absorption experiments to extract the GSF as a function
of γ energy, level density, and mass number.

The authors express their thanks to J. C. Müller, P. A.
Sobas, and J. C. Wikne at the Oslo Cyclotron Laboratory
for operating the cyclotron and providing excellent exper-
imental conditions. A. Zilges is thanked for stimulating
discussions and providing the 120;124Sn targets. This work
was supported in part by the National Science Foundation
under Grant No. OISE-1927130 (IReNA), by the Deutsche
Forschungsgemeinschaft (DFG, German Research
Foundation) under Grant No. SFB 1245 (project ID
279384907), by the Norwegian Research Council Grant
No. 263030, and by the National Research Foundation of
South Africa (Grant No. 118846). A. C. L. acknowledges
funding by the European Research Council through ERC-
STG-2014 under Grant Agreement No. 637686, from the
“ChETEC” COSTAction (CA16117), supported by COST
(European Cooperation in Science and Technology), and
from JINA-CEE (JINA Center for the Evolution of the
Elements) through the National Science Foundation under
Grant No. PHY-1430152.

*maria.markova@fys.uio.no
†vnc@ikp.tu-darmstadt.de
‡a.c.larsen@fys.uio.no

[1] M. Arnould and S. Goriely, Prog. Part. Nucl. Phys. 112,
103766 (2020).

[2] M. B. Chadwick, M. Herman, P. Obložinský, M. E. Dunn,
Y. Danon, A. C. Kahler, D. L. Smith, B. Pritychenko, G.
Arbanas, R. Arcilla et al., Nucl. Data Sheets 112, 2887
(2011), Special Issue on ENDF/B-VII.1 Library.

6 7 8 9
 (MeV)γE

8−10

7−10

6−10

)-3
GS

F (
M

eV

rays to the ground stateγShape method, 
rays to the first excited stateγShape method, 

Oslo method
Sn(p,p')120

Sn120

FIG. 4. Comparison of the GSFs for 120Sn extracted with the
Oslo method (blue band) from selective decay to the ground state
and the first excited 2þ state utilizing the shape method (red and
green triangles) and from the ðp; p0Þ data [47] (orange band). The
Eγ bin widths are 128 keV for the Oslo and shape-method data
and 200 keV for the ðp; p0Þ data.

PHYSICAL REVIEW LETTERS 127, 182501 (2021)

182501-5

29

M. Markova et al., Phys. Rev. Lett. 127, 182501 (2021)

22.01.2024



Inverse Kinematics

• The Oslo Method with inverse 
kinematics

• Radioactive beam
• Low beam rate – need high

efficiency
• First ever experiment:

• d(66Ni,p)67Ni
• Deuterated polyethylene target

• Important for understanding the
weak i-process

• CERN ISOLDE

Page 3022.01.2024



66Ni(n,g) and the i-process

22.01.2024 31
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Figure 9. Correlation coefficients for the abundances of Ga (upper left),
Ge (upper right), As (lower left), and Se (lower right) with reaction rate
variations as functions of reaction index. Reaction indices with a sign of
correlation and corresponding neutron capture target isotopes are given in
the legends for the largest correlations.

isotopes whose (n,γ ) reaction rates were varied. Fig. 9 shows
the resulting correlations of the predicted Ga, Ge, As, and Se
abundances with the (n,γ ) rate multiplication factor for 66Ni and
some other unstable isotopes. When examining all the i-process
elements up to Mo (Z = 42), we find that f(66Ni) positively correlates
with the abundances of every element heavier than Ga (Table 1).
This confirms that 66Ni is also a major bottleneck isotope.

To investigate the impact of the 66Ni neutron capture rate on
the i-process reaction path band, we performed two additional
calculations, where we only varied f(66Ni) setting it to its maximum
(9.4) and minimum (0.11) value, respectively. The results are shown
in Fig. 10. The maximum f(66Ni) case shows very high isotopic
abundances far along the i-process path band, while in the minimum
case the (n,γ ) reaction flux appears to be stuck at 66Ni, resulting
in a much enhanced accumulation of its abundance. Many isotopic
abundances that had values of log10Xk ≥ −6 in the benchmark
simulation have dropped by ∼1–2 orders of magnitude. This result
is consistent with our correlation analysis and emphasizes the
role of 66Ni as a major bottleneck isotope. Replacing the default
value of f(66Ni) = 1 by f(66Ni)max and f(66Ni)min requires shifts of
the best-fitting time-step from the 973rd to the 972nd and 976th,
respectively. These changes have an almost unnoticeable effect on
Fig. 10 therefore they do not affect our conclusion about 66Ni(n,γ )
being the major bottleneck reaction.

To show that it is the bifurcation of the (n,γ ) reaction flux at
the 75Ga isotope and not at 66Ni that is responsible for the double-
peaked distribution of the As abundance, we have divided our MC
simulation runs into two groups, one with f(75Ga) > 1 and the
other with f(75Ga) < 1. Indeed this resulted in a separation of the As
abundance distribution into two distinct peaks (top panel in Fig. 11).
On the other hand, a similar test for 66Ni neutron capture rate only
resulted in a shift of the double-peaked As abundance distribution
to the higher abundance values (bottom panel in Fig. 11). These
tests show that although 66Ni(n,γ ) is the most important reaction
for regulating the i-process nucleosynthesis paths in the A = 75
region of the chart of nuclides, the anomalously high abundance
ratio [As/Ge] in the star HD94028 is much more strongly affected
by the uncertainty of the 75Ga(n,γ ) reaction rate that has to be
reduced to increase [As/Ge].

Figure 10. Isotopic abundances from the two additional PPN runs in which
only the multiplication factor f(66Ni) was switched between its maximum
(top panel) and minimum (bottom panel) values constrained by the Hauser–
Feshbach model computations.

Figure 11. Top panel: the double-peaked distribution of the As elemental
abundance in our MC simulation (grey) is decomposed into two isolated
peaks (blue and yellow) when we divide the As abundances into two groups
with f(75Ga) > 1 and f(75Ga) < 1. Bottom panel: a similar test with f(66Ni)
only shifts the distribution to the higher As abundances.
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Figure 9. Correlation coefficients for the abundances of Ga (upper left),
Ge (upper right), As (lower left), and Se (lower right) with reaction rate
variations as functions of reaction index. Reaction indices with a sign of
correlation and corresponding neutron capture target isotopes are given in
the legends for the largest correlations.

isotopes whose (n,γ ) reaction rates were varied. Fig. 9 shows
the resulting correlations of the predicted Ga, Ge, As, and Se
abundances with the (n,γ ) rate multiplication factor for 66Ni and
some other unstable isotopes. When examining all the i-process
elements up to Mo (Z = 42), we find that f(66Ni) positively correlates
with the abundances of every element heavier than Ga (Table 1).
This confirms that 66Ni is also a major bottleneck isotope.

To investigate the impact of the 66Ni neutron capture rate on
the i-process reaction path band, we performed two additional
calculations, where we only varied f(66Ni) setting it to its maximum
(9.4) and minimum (0.11) value, respectively. The results are shown
in Fig. 10. The maximum f(66Ni) case shows very high isotopic
abundances far along the i-process path band, while in the minimum
case the (n,γ ) reaction flux appears to be stuck at 66Ni, resulting
in a much enhanced accumulation of its abundance. Many isotopic
abundances that had values of log10Xk ≥ −6 in the benchmark
simulation have dropped by ∼1–2 orders of magnitude. This result
is consistent with our correlation analysis and emphasizes the
role of 66Ni as a major bottleneck isotope. Replacing the default
value of f(66Ni) = 1 by f(66Ni)max and f(66Ni)min requires shifts of
the best-fitting time-step from the 973rd to the 972nd and 976th,
respectively. These changes have an almost unnoticeable effect on
Fig. 10 therefore they do not affect our conclusion about 66Ni(n,γ )
being the major bottleneck reaction.

To show that it is the bifurcation of the (n,γ ) reaction flux at
the 75Ga isotope and not at 66Ni that is responsible for the double-
peaked distribution of the As abundance, we have divided our MC
simulation runs into two groups, one with f(75Ga) > 1 and the
other with f(75Ga) < 1. Indeed this resulted in a separation of the As
abundance distribution into two distinct peaks (top panel in Fig. 11).
On the other hand, a similar test for 66Ni neutron capture rate only
resulted in a shift of the double-peaked As abundance distribution
to the higher abundance values (bottom panel in Fig. 11). These
tests show that although 66Ni(n,γ ) is the most important reaction
for regulating the i-process nucleosynthesis paths in the A = 75
region of the chart of nuclides, the anomalously high abundance
ratio [As/Ge] in the star HD94028 is much more strongly affected
by the uncertainty of the 75Ga(n,γ ) reaction rate that has to be
reduced to increase [As/Ge].

Figure 10. Isotopic abundances from the two additional PPN runs in which
only the multiplication factor f(66Ni) was switched between its maximum
(top panel) and minimum (bottom panel) values constrained by the Hauser–
Feshbach model computations.

Figure 11. Top panel: the double-peaked distribution of the As elemental
abundance in our MC simulation (grey) is decomposed into two isolated
peaks (blue and yellow) when we divide the As abundances into two groups
with f(75Ga) > 1 and f(75Ga) < 1. Bottom panel: a similar test with f(66Ni)
only shifts the distribution to the higher As abundances.
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FIG. 2. NLD of 67Ni. Black circles are the normalized 67Ni
NLD while the black line shows the NLD from large scale
SM calculations of [29]. The black dash-dotted line shows the
NLD from known discrete levels [51, 52]. The red, blue and
green shows the average for the CT, BSFG and HFB models,
respectively. The red shaded area indicates the ±1�, ±2� and
±3� credibility intervals. The black triangle shows the NLD
at the neutron separation energy.

combinations of NLD and �SF models as implemented
in TALYS. Fig. 5 also includes results from the TENDL
[54], JENDL-5 [55] and JEFF-3.3 [56] evaluations.

V. DISCUSSION

The Oslo method relies on external nuclear data for
the normalization. In the absence of those additional
uncertainties may be induced and model dependencies
may become significant. This is apparent through the
relatively large uncertainties toward Sn on the measured
NLD for 67Ni.

The challenge specific to inverse kinematic reactions
is the Lorentz boost which causes a strong angular de-
pendence in the kinematic reconstruction of the residual
excitation energy. This leads to an excitation-energy res-
olution which is limited by the angular opening of the
particle telescope’s active areas. In this experiment the
situation was somewhat further complicated by the chal-
lenges to calibrate the particle spectra which somewhat
worsened the the excitation energy resolution. The con-
sequences are most apparent in the NLD where very little
structures are visible.

In contrast, the measured �SF still retains noticeable
features and clearly exhibits a well established enhance-
ment for Ex < 4 MeV similar to those found in other
Ni isotopes [10, 57–61]. Its observation indicates that
the upbend is a structure which exists also away from
stability. The upbend in 67Ni is predicted to be due to
M1 strength, based on large-scale shell model calcula-
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tions [29], and shown by the black solid line in fig. 3.
The significant strength in the enhancement and the si-
multaneous absence of a measurable scissor’s resonance
may be supportive of the suggested connection of the
two structures [44, 62], although results on the �SF in
142,144�151Nd seems to contradict this [63].

The extracted 66Ni(n, �) capture cross section features
an uncertainty of ⇡ 40%, constraining the cross section
considerably. It is interesting to note that our cross sec-
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with all combinations of NLD and �SF models as im-
plemented in TALYS. Fig. ?? also includes results from
the TENDL [? ], JENDL-5 [? ] and JEFF-3.3 [? ]
evaluations.

V. DISCUSSION

The Oslo method relies on external nuclear data for
the normalization. In the absence of those additional
uncertainties may be induced and model dependencies
may become significant. This is apparent through the
relatively large uncertainties toward Sn on the measured
NLD for 67Ni.

The challenge specific to inverse kinematic reactions
is the Lorentz boost which causes a strong angular de-
pendence in the kinematic reconstruction of the residual
excitation energy. This leads to an excitation-energy res-
olution which is limited by the angular opening of the
particle telescope’s active areas. In this experiment the
situation was somewhat further complicated by the chal-
lenges to calibrate the particle spectra which somewhat
worsened the the excitation energy resolution. The con-
sequences are most apparent in the NLD where very little
structures are visible.

In contrast, the measured �SF still retains noticeable
features and clearly exhibits a well established enhance-
ment for Ex < 4 MeV similar to those found in other
Ni isotopes [? ? ? ? ? ? ]. Its observation indi-
cates that the upbend is a structure which exists also
away from stability. The upbend in 67Ni is predicted to
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be due to M1 strength, based on large-scale shell model
calculations [? ], and shown by the black solid line in
fig. ??. The significant strength in the enhancement and
the simultaneous absence of a measurable scissor’s reso-
nance may be supportive of the suggested connection of
the two structures [? ? ], although results on the �SF in
142,144�151Nd seems to contradict this [? ].

The extracted 66Ni(n, �) capture cross section features
an uncertainty of ⇡ 40%, constraining the cross section

V. W. Ingeberg et al., Phys. Rev. C (in review)22.01.2024
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situation was somewhat further complicated by the chal-
lenges to calibrate the particle spectra which somewhat
worsened the the excitation energy resolution. The con-
sequences are most apparent in the NLD where very little
structures are visible.

In contrast, the measured �SF still retains noticeable
features and clearly exhibits a well established enhance-
ment for Ex < 4 MeV similar to those found in other
Ni isotopes [10, 57–61]. Its observation indicates that
the upbend is a structure which exists also away from
stability. The upbend in 67Ni is predicted to be due to
M1 strength, based on large-scale shell model calcula-
tions [29], and shown by the black solid line in fig. 3.
The significant strength in the enhancement and the si-
multaneous absence of a measurable scissor’s resonance
may be supportive of the suggested connection of the
two structures [44, 62], although results on the �SF in
142,144�151Nd seems to contradict this [63].

The calculated 66Ni(n, �) capture cross section in Fig.
5 features an uncertainty of ⇡ 40%, constraining the
cross section considerably. It is interesting to note that
our cross section, lies consistently higher than the recom-
mended values as provided in TALYS, JENDEL-5, and
TENDL but is smaller than the JEFF 3.3 for En > 100
keV. These differences highlight the necessity for mea-
surements of NLDs and �SFs, especially for nuclei away
from stability.

In Ref. [15] the capture rate was allowed to vary within
a factor of about 10 and is significantly constrained by
our results, as shown in Fig. 6. Our results shows that
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FIG. 7. Final nuclei mass fractions (after decays) as a function
of mass number after a weak (black) and a strong (red) i-
process using the one-zone model. The initial proton mass
fraction is indicated in parenthesis (see text for details). The
grey pattern shows the initial abundances.

the reaction rate is rather high compared with the rate
used in Ref. [15]. This suggests a short exposure time
for the weak i-process, and could help pinpoint details in
the stellar environment responsible for the production of
neutrons.

VI. ASTROPHYSICAL IMPLICATIONS

The 66Ni(n, �) capture rate was suggested to be of key
importance for the overall production of heavy elements
during the i-process nucleosynthesis taking place in Saku-
rai’s object or rapidly accreting white dwarfs [15]. One
possible astrophysical site with similar i-process condi-
tions are low-metallicity low-mass stars during the early
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lenges to calibrate the particle spectra which somewhat
worsened the the excitation energy resolution. The con-
sequences are most apparent in the NLD where very little
structures are visible.

In contrast, the measured �SF still retains noticeable
features and clearly exhibits a well established enhance-
ment for Ex < 4 MeV similar to those found in other
Ni isotopes [10, 57–61]. Its observation indicates that
the upbend is a structure which exists also away from
stability. The upbend in 67Ni is predicted to be due to
M1 strength, based on large-scale shell model calcula-
tions [29], and shown by the black solid line in fig. 3.
The significant strength in the enhancement and the si-
multaneous absence of a measurable scissor’s resonance
may be supportive of the suggested connection of the
two structures [44, 62], although results on the �SF in
142,144�151Nd seems to contradict this [63].

The calculated 66Ni(n, �) capture cross section in Fig.
5 features an uncertainty of ⇡ 40%, constraining the
cross section considerably. It is interesting to note that
our cross section, lies consistently higher than the recom-
mended values as provided in TALYS, JENDEL-5, and
TENDL but is smaller than the JEFF 3.3 for En > 100
keV. These differences highlight the necessity for mea-
surements of NLDs and �SFs, especially for nuclei away
from stability.

In Ref. [15] the capture rate was allowed to vary within
a factor of about 10 and is significantly constrained by
our results, as shown in Fig. 6. Our results shows that
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FIG. 7. Final nuclei mass fractions (after decays) as a function
of mass number after a weak (black) and a strong (red) i-
process using the one-zone model. The initial proton mass
fraction is indicated in parenthesis (see text for details). The
grey pattern shows the initial abundances.

the reaction rate is rather high compared with the rate
used in Ref. [15]. This suggests a short exposure time
for the weak i-process, and could help pinpoint details in
the stellar environment responsible for the production of
neutrons.

VI. ASTROPHYSICAL IMPLICATIONS

The 66Ni(n, �) capture rate was suggested to be of key
importance for the overall production of heavy elements
during the i-process nucleosynthesis taking place in Saku-
rai’s object or rapidly accreting white dwarfs [15]. One
possible astrophysical site with similar i-process condi-
tions are low-metallicity low-mass stars during the early

V. W. Ingeberg et al., Phys. Rev. C (in review)
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Impact of 66Ni(n, g)?

• Nucleosynthesis calculations by 
A. Choplin, S. Goriely and L. 
Siess

• One-zone model & multi-zone 
model

• Consider four scenarios:

65Ni(n, g) 66Ni(n, g)
Case 1 TALYS min 10.7 mb (MACS, this work)
Case 2 TALYS max 10.7 mb (MACS, this work)
Case 3 TALYS max TALYS min
Case 4 TALYS max TALYS max

V. W. Ingeberg et al., Phys. Rev. C (in review)
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Impact of 66Ni(n, g)?
65Ni(n, g) 66Ni(n, g)

Case 1 TALYS min 10.7 mb (MACS, this work)
Case 2 TALYS max 10.7 mb (MACS, this work)
Case 3 TALYS max TALYS min
Case 4 TALYS max TALYS max

V. W. Ingeberg et al., Phys. Rev. C (in review)



Inverse Kinematics at iThemba LABS

• AFRODITE array
• d(86Kr, p)87Kr with 2 LaBr3:Ce 

detectors
• d(84Kr, p)85Kr
• d(132Xe, p)133Xe

• 6 LaBr3:Ce
• 8 CLOVER detectors
• Particle DE-E detectors

36Figure 3.4: Picture of the detector array with the two half spheres pulled
away from each other. Both the silver LaBr3(Ce) and the larger turquoise
Clover detectors can be seen. Picture courtesy of V. W. Ingeberg.

ted. To determine the excitation energy of 85Kr, the energy of the detected
particle was used.

3.4 Data acquisition

The data acquisition system at iThemba LABS uses the Pixie-16 digitiser
from XIA to collect the events. The signals from the LaBr3 detectors were
read out using a module with a 500 MHz sampling rate, while the rest of
the detectors used a 100 MHz modules. Each detector was self triggered,
and the list mode data was stored to disk for offline analysis.

24

22.01.2024



OSCAR as a Polariometer
• What is the nature of the 

LEE?
• M1 or E1

• Can use Compton scattering 
to measure polarization?

• 𝑊 𝜓 = 𝑏 1 − 𝐴? cos 2𝜓
• 𝐴: > 0: Electric
• 𝐴: < 0: Magnetic

• Explored in MSc of Johan 
Emil Larsson 

37

3.4. LINEAR POLARIZATION EXPERIMENT 47

Target

Detector 1

Detector 2

 1

 2

Figure 3.8: Illustration of two possible Compton scattering events for a gamma ray originating in the
target. The red path is a gamma ray scattering in the first half of the first detector to the back of the
second detector with a small Compton scattering angle  1, and oppositely for the blue path with  2.
The smallest and largest possible  angles possible for a Compton scatter can be seen qualitatively from
this simple geometrical picture of the detectors, approximately  2 ( 1, 2).

Johan Emil L. Larsen, “Statistical properties of 
Mo-96 and Mo-100”, Master’s Thesis, University of Oslo (2022)22.01.2024



OSCAR as a Polariometer
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86 CHAPTER 5. RESULTS

600 800 1000 1200 1400 1600 1800

gamma ray energy E� (keV)

�1.0

�0.8

�0.6

�0.4

�0.2

0.0

0.2

0.4

as
ym

m
et

ry
A

0

100Mo, E2, 535 keV, all, � = 2.7
100Mo, E2, 535 keV, middle, � = 3.6
100Mo, E2, 535 keV, BG, � = 0.96
100Mo, E1, 1372 keV, all, � = 1.37
100Mo, E1, 1372 keV, middle, � = 1.04
100Mo, M1+E2, 928 keV, middle, � = 1.59
100Mo, M1, 844 keV, middle, � = 0.64
96Mo, E2, 778 keV, unambig, all, � = 10.5
96Mo, E2, 778 keV, unambig, middle, � = 9.1
96Mo, E2, 778 keV, ambig, all, � = 13.3
96Mo, E2, 778 keV, ambig, middle, � = 8.4
96Mo, M1, 1317 keV, all, � = 1.28
96Mo, M1, 1317 keV, middle, � = 1.14
96Mo, E1, 608 keV, middle, � = 4.9
60Co, 1332 keV, all, � = 2.2
60Co, 1332 keV, middle, � = 0.8
100Mo, 1500-2000 keV, 1., all, � = 1.42
100Mo, 1500-2000 keV, 2., all, � = 0.62
100Mo, 900-1500 keV, 3., middle, � = 1.58
96Mo, 1500-2000 keV, 4., all, � = 1.55
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Figure 5.14: The measured asymmetries A0 of this thesis are plotted against the gamma ray energy E�

for comparisons. In the legend the following is marked: isotope, parity and multipolarity, gamma ray
energy, and whether it uses all rings or only the middle rings near the polar angle ✓ = 90�, and the
�2/ndof for the fit of eq. 3.2.

Johan Emil L. Larsen, “Statistical properties of 
Mo-96 and Mo-100”, Master’s Thesis, University of Oslo (2022)22.01.2024



The Hoyle State

• Radiative width of the Hoyle
State in 12C

• Important for the reaction rate 
of the tripple-α

• Measure particle-γ-γ
coincidences, 12C(p,p’γγ)

• Experiment performed in 
2019 and 2020

39

W. Paulsen, “Reassessment of the radiative width of the 
Hoyle state from gamma ray spectroscopy using 

OSCAR”, Master’s thesis (2020) 
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Physics cases – Fission studies
• Currently building a dedicated 

fission setup
• Newly developed scintillator-

based fission detectors
• Expected to be commissioned 

this fall
• Measure excitation dependent 

prompt fission gamma-rays
• TOF to distinguish fission 

neutrons

D. GJESTVANG et al. PHYSICAL REVIEW C 103, 034609 (2021)
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uDeuteron beam

SiRi
NIFF

NIFF

OSCAR

FIG. 1. Experimental setup for detecting PFGs from the
240Pu(d,pf) reaction. Although only three LaBr3 detectors are de-
picted, 28 were used in the experiment. Two of the four NIFF
counters are illustrated. The figure is not to scale.

sion, Mγ , and average γ -ray energy, εγ . By studying how
these quantities change with Ex, we investigate how increased
excitation energy impacts γ -ray emission from the fission
fragments. Furthermore, the measurements are compared to
predictions made by the fission model FREYA (Fission Reac-
tion Event Yield Algorithm), which simulates fission events
where energy as well as linear and angular momentum are
conserved [20]. This comparison between simulation and ex-
periment is a benchmark of the current understanding of γ -ray
emission in fission, and is expected to provide new insight into
the fission process [21].

II. EXPERIMENT AND DATA ANALYSIS

The experiment presented in this paper was performed
in April 2018 at the Oslo Cyclotron Laboratory (OCL).
The experimental setup is illustrated in Fig. 1. A target of
≈0.4 mg/cm2 thick 240Pu on a fronting of 2.3 mg/cm2 9Be,
produced as described in Ref. [22], was bombarded with a
beam of 13.5 MeV deuterons. The outgoing protons from
the (d,pf) reaction were detected by SiRi, a silicon #E -E
detector consisting of eight 1550 µm thick E pads each
fronted with eight 130 µm thick #E strips [23]. SiRi was
placed 5 cm away from the target, covering the angles
126◦–140◦ with respect to the beam axis. By analyzing the
energy and emission angle of the outgoing protons, the exci-
tation energy of the compound nuclei (CN) 241Pu∗ could be
reconstructed [24].

To distinguish fission events from other reaction channels,
fission fragments were detected using NIFF (Nuclear Instru-
ment for Fission Fragments), consisting of four parallel plate
avalanche counters (PPACs) [25]. NIFF is assembled in a
lamp-shade geometry where each counter is placed at an angle
of 45◦ with respect to the beam axis. The distance from the
detector to the center of the target is about 5 cm, and an
aperture in the center allows the beam to pass through. NIFF
does not give a signal for light ejectiles such as 4He and has
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FIG. 2. Fission-gated spectrum showing the time difference
#tLaBr3 between a proton in the #E detector and γ rays in OSCAR,
plotted against the γ -ray energy detected by the LaBr3. The time
gates used to distinguish PFGs from PFNs via ToF are shown in
black.

no mass resolution, but provides high efficiency as only one
of the fragments needs to be detected to tag a fission event.

The reaction chamber, containing the target, SiRi, and
NIFF, was surrounded by the Oslo Scintillator Array (OS-
CAR). OSCAR consists of 30 new LaBr3:Ce scintillator
detectors used for photon detection. Each detector crys-
tal is cylindrical and measures 3.5 in× 8 in (diameter ×
length) [26]. In this experiment, 28 of the 30 detectors were
operational. LaBr3 detectors are known for balancing good
energy resolution with a fast decay time and are therefore well
suited for coincidence experiments like PFG measurements.
In the experiment, 27 of OSCAR’s detectors were situated at
a 20 cm distance from the target, while one was pulled back
to 40 cm. The present work is the first use of OSCAR for PFG
detection.

In this experiment, the data acquisition system was set to
capture all events where the fission fragments and γ rays
arrived within a ±1.5 µs time interval relative to the detection
of a proton. Details of the data acquisition will follow in
Ref. [27]. In order to extract prompt fission γ rays, coinci-
dence between a proton, a fission fragment, and a γ ray was
required. These events are obtained by applying prompt time
gates in the time-of-flight (ToF) spectrum. The fission-gated
ToF spectrum for detected LaBr3 energies is shown in Fig. 2,
where #tLaBr3 is the time difference between the arrival of
a proton in the #E detector and the arrival of a γ ray in
OSCAR. Here the flight time of the proton has been corrected
for, ensuring that the peak in Fig. 2 is centered around zero
for both high- and low-energy proton events. The FWHM
time resolution of the experiment was ≈3 ns. To separate the
PFGs from the prompt fission neutrons (PFNs), which pro-
duce signals resembling γ rays in the LaBr3 detectors, a time
gate of ±3 ns was chosen. This was a compromise between
maximizing statistics and minimizing the PFN contribution.
With this ±3 ns time gate and 20 cm distance from the target
to the detector, the majority of the neutrons below 10 MeV
could be rejected.

034609-2
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FIG. 3. Unfolded, background-subtracted coincidence matrix,
showing the energies Eγ of γ rays from (d,pfγ ) events as a function
of 241Pu∗ excitation energy Ex. The values of the inner and outer fis-
sion barriers, 6.14 ± 0.5 MeV and 5.4 ± 0.5 MeV, respectively [32],
are drawn in black.

Similarly, a time gate on "tNIFF of ±4.6 ns was used to
select prompt fission fragments, where "tNIFF is the time dif-
ference between the arrival of a proton in the "E detector and
the arrival of a fission fragment in NIFF. Here, the same rela-
tive width between the prompt time cut and the time resolution
of the fission detectors were used as for the γ -ray detectors.
As the NIFF time resolution was worse than the LaBr3, the
time scale of the events are best described by "tLaBr3 .

The γ -ray response of OSCAR [28,29] was corrected for
by applying the unfolding procedure described in Ref. [30].
This procedure has recently been further developed and now
propagates the statistical uncertainties throughout the un-
folding routine [31]. The unfolded, background-subtracted
coincidence matrix showing the detected γ -ray energies Eγ

for different 241Pu∗ excitation energies Ex is shown in Fig. 3.

A. Verification using 252Cf

The prompt fission γ -ray characteristics from the sponta-
neous fission of 252Cf are well known and thus measurements
of these serve as a benchmark for our PFG extraction routine.
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FIG. 4. Extracted prompt fission γ -ray spectrum for 252Cf, com-
pared to the previous measurements of Verbinski et al. [33], Billnert
et al. [34], and Oberstedt et al. [35] (marked Q489). The latter two
measurements were conducted using LaBr3 detectors. (b) shows the
same data as (a) magnified to highlight the low-energy region. The
uncertainties on the spectrum in this work are statistical. The devi-
ation at low energies can be explained by the difference in relative
time gates, see text.

We measured PFGs emitted from a 252Cf source, the activity
of which was measured to 3.3 kBq in April 2012, using the
same experimental setup as described in Sec. II. In Fig. 4,
the PFG spectrum from 252Cf(sf) measured in this work is
compared to previous measurements [33–35]. There is good
agreement for γ -ray energies above ≈0.5 MeV and the struc-
tures in the spectrum below ≈0.5 MeV also match those of
earlier measurements. For Eγ < 0.5 MeV, we note that there
is a depletion in the measured γ -ray multiplicity relative to
the earlier measurements, which is reflected in the calculated
PFG characteristics presented in Table I. Figure 2 shows that
this depletion arises from low-energy γ rays that fall outside

TABLE I. PFG characteristics determined from previous 252Cf(sf) experiments using LaBr3 detectors, compared to uncorrected and
corrected values from the present work. The uncertainties on the uncorrected values are statistical, propagated through the γ -ray unfolding
routine. The scaling factors used to obtain the corrected values are also given. In Ref. [35], three separate measurements were conducted using
LaBr3 detectors, marked Q489, Q491, and 2987, respectively.

Reference Mγ E γ ,tot [MeV]

This work, uncorrected 6.37 ± 0.03 6.18 ± 0.05
This work, corrected 8.28 ± 0.04 a 6.61 ± 0.05 b

Scaling factors 1.30 1.07
Billnert et al. [34] 8.30 ± 0.08 6.64 ± 0.08
Oberstedt et al. [35] (Q489) 8.29 ± 0.07 6.74 ± 0.09
Oberstedt et al. [35] (Q491) 8.28 ± 0.08 6.76 ± 0.09
Oberstedt et al. [35] (2987) 8.28 ± 0.07 6.51 ± 0.07

aThe uncertainty listed is the propagated statistical uncertainty.
bSee footnote a.

034609-3
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Summary
• Large LaBr3:Ce array
• Excellent efficiency
• Excellent energy & time resolution
• Enables new studies

• Systematic measurements with the
Oslo Method

• Reactions with low cross section such
as (a,p), (a,d), etc.

• Great tool for low yield/rare events

4222.01.2024
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