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Advertisement: recent developments

⦿ Ab initio calculations: significant progress in mid-mass nuclei & heavy closed-shell

○ How to extend to extend these approaches to heavy (doubly) open-shell nuclei?

➟ Valence-space (shell model): diagonalisation  ➝  factorial scaling

➟ Expansion combined with symmetry breaking/restoration  ➝  polynomial scaling

PGCM

MBPT

SCGF
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Fig. 17 Theoretical (PGCM, IM-NCSM) and experimental electro-
magnetic moments along the Neon isotopic chain. Upper panel: reduced
electric quadrupole transition B(E2 : 2+1 → 0+1 ) to which is added the
PGCM B(E2 : 2+2 → 0+2 ) value in 30Ne. Middle panel: spectroscopic
electric quadrupole moment of the first 2+ state. Lower panel: spectro-
scopic magnetic dipole moment of the first 2+ and 4+ states. PGCM
calculations are performed in the axial (β2,β3) plane. The N3LO χEFT
Hamiltonian with λsrg = 1.88 fm−1 is employed in PGCM and IM-
NCSM calculations

4 Conclusions

The second paper of the present series proposed an extensive
ab initio study of neon isotopes based on in-medium no-core
shell model and projected generator coordinate method cal-
culations. The main conclusion of the present work is that, in
spite of missing so-called dynamical correlations, the PGCM
is shown to be a suitable ab initio method to address the
low-lying spectroscopy of complex nuclei within theoretical
uncertainties. For instance, the energy spectrum and electric
multipole transition strengths of the low-lying parity-doublet
bands in 20Ne are reproduced by taking into account the effect
of octupole collective fluctuations.

Still, describing absolute binding energies, accounting
consistently for a wide range of spectroscopic observables,
tackling many nuclei displaying different characteristics and
achieving high accuracy, eventually requires the inclusion of
dynamical correlations on top of the PGCM. In fact, certain
salient features, such as the physics of the island of inversion
around 30Ne, require this inclusion from the outset to achieve
a qualitatively correct description. This incorporation is now
possible thanks to the novel multi-reference perturbation the-
ory (PGCM-PT) formulated in the first paper of the present
series [1] and that embeds the PGCM within a systematic
expansion.

The first PGCM-PT results are presented in the third paper
of the present series [2]. The key question behind the present
work and the associated many-body developments regards
the optimal way to consistently incorporate static and dynam-
ical correlations in view of describing complex nuclei. This
is only the beginning of the journey, hence finding this opti-
mal strategy will require time and a significant amount of
trial-and-error. The third paper of the series represents a first
step in this direction.
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A Linear redundancies in HWG

The linear redundancies due to the non-orthogonality of the
HFB states mixed into the PGCM state must be dealt with
when solving HWG’s equation. Because of the manageable
number of such HFB states, it can be done by diagonalizing
the norm matrix Nσ̃ and by removing the eigenvectors asso-
ciated with eigenvalues smaller than a given threshold εth.
The threshold must be chosen such that the end results do
not depend on its particular value.

In the second step, the Hamiltonian H can be safely diag-
onalized in the orthonormal basis generated in the first step.
Since Nσ̃ is a Hermitian positive-definite matrix, the basis
transformation can be written as

123
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Shape coexistence in 28Si 145
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Figure 7.17: Inter-state transitions between all the 0+ and 2+ states issued from the two-dimensional PGCM
calculation. The dots are located at the intersection of the energies between 0+ (vertical axis) and 2+ (hori-
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Outline

⦿ One-neutron transfer reaction 36S(p,d)35S ( iThemba LABS)

○ Goal: assess variation of spin-orbit splitting in N=20 isotones (cf. with known value in 40Ca)

➟ Highlight the effect of tensor interaction

⦿ Ab initio (self-consistent Green’s function) calculations along N=20 isotonic chain

1) How do they perform, what can we learn?

2) Can we characterise the scheme dependence of non-observables ESPEs?

Motivation

Objectives

Articles

○ S. Jongile et al., submitted (2023)

○ V. Somà & T. Duguet, submitted (2024)



Physics case

+ numerator

Spectral strength distribution
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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Separation energies
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spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
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⦿ Combine numerator and denominator of Lehmann representation

2

G(r , r 0; z) =
X

n

hr |�nih�n | r 0i
z � En

=
X

n

h0|ar |�nih�n | a†r 0 |0i
z � En

(15)

G(r , r 0; z) =
X

µ

h N

0 |ar | N+1
µ

ih N+1
µ

| a†r 0 | N

0 i
z � E

+
µ

+
X

⌫

h N

0 |a†r 0 | N�1
⌫

ih N�1
⌫

| ar | N

0 i
z � E

�
⌫

(16)

E
+
µ
⌘ E

N+1
µ

� E
N

0 (17)

E
�

⌫
⌘ E

N

0 � E
N�1
⌫

(18)

| N±1


i (19)

Gab(z) =
X

µ

h N

0 |aa | N+1
µ

ih N+1
µ

| a†
b
| N

0 i
z � E

+
µ + i⌘

+
X

⌫

h N

0 |a†
b
| N�1

⌫
ih N�1

⌫
| aa| N

0 i
z � E

�
⌫ � i⌘

(20)

Gab(z) =
X

µ

U
µ

a
(Uµ

b
)⇤

z � E
+
µ + i⌘

+
X

⌫

(V ⌫

a
)⇤V ⌫

b

z � E
�
⌫ � i⌘

(21)

+
X

�

Z
1

Tc

dE
h N

0 |a†
b
| N�1

� E
ih N�1

� E
| aa| N

0 i
z � E � i⌘

(22)

Gab(z) =
X

µ

h N

0 |aa | N+1
µ

ih N+1
µ

| a†
b
| N

0 i
z � E

+
µ + i⌘

+ ... (23)

U
b

µ
⌘ h N

0 |ab | N+1
µ

i (24)

V
b

⌫
⌘ h N

0 |a†
b
| N�1

⌫
i (25)

Gab(z) �! G(k, z) =

Z
d!

2⇡

A(k,!)

z � !
(26)

�! G(k, z) =

Z
d!

2⇡

A(k,!)

z � !
(27)

GR/A(k, z) =

Z
d!

2⇡

A(k,!)

z � ! ± i⌘
(28)

G
�1(k, z) = z � k

2

2m
� ⌃(k, z) (29)

Spectral representation

+ numerator

Spectral strength distribution

5

h N

0 | O | N

0 i =
X

ab

Z
dz

2⇡i
Gba(z) oab (59)

oab = ha | O|bi (60)

E0 = h N

0 |H | N

0 i = 1

2

X

ab

Z
dz

2⇡i
Gba(z) [tab + z �ab] (61)

S
+ab

µ
⌘ h A

0 |aa| A+1
µ

ih A+1
µ

|a†
b
| A

0 i (62a)

S
�ab

⌫
⌘ h A

0 |a†a| A-1
⌫

ih A-1
⌫

|ab| A
0 i (62b)

Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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⦿ Combine numerator and denominator of Lehmann representation
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1.4 Ground-state observables

equation for the one-body GF

gαβ(ω) = g0 αβ(ω) +
∑

γδ

g0 αγ(ω) Σ%
γδ(ω) gδβ(ω) , (1.14)

the well-known Dyson equation.

Perturbative expansion
The Dyson equation can be alternatively derived as an expansion of the exact GF in terms
of the g0 and H1. This is formally achieved in interaction picture by introducing a time-
evolution operator connecting the non-interacting state |ΦA

0 〉 to the correlated state |ΨA
0 〉

and by subsequently expanding this operator in powers of H1. One eventually obtains
the expression

gαβ(tα − tβ) = −i
∞∑

n=0
(−i)n 1

n!

∫
dt1 . . .

∫
dtn

×〈ΦA
0 |T [H1(t1) . . . H1(tn)aI

α(tα)aI
β

†(tβ)]|ΦA
0 〉c , (1.15)

whose n = 0 contribution coincides with the definition of g0, Eq. (1.8). The time-ordered
expectation value is then evaluated using Wick’s theorem, with the subscript ”c” spec-
ifying that only connected terms contribute to g. After Fourier-transforming to energy
domain, by inspecting the full expansion, one finds that all interaction terms can be recast
into the irreducible self-energy introduced in Eq. (1.13) and that the full series can be
written in the form

gαβ(ω) = g0 αβ(ω)
+

∑

γδ

g0 αγ(ω) Σ%
γδ(ω) g0 δβ(ω)

+
∑

γδεξ

g0 αγ(ω) Σ%
γδ(ω) g0 δε(ω) Σ%

εξ(ω) g0 ξβ(ω)

+ . . . . (1.16)

Finally, one realises that the sum of all terms after the first self-energy insertion in fact co-
incides with the full propagator itself, which leads to the standard Dyson equation (1.14).

In general, just like for the many-body Schrödinger equation, the full Dyson equation
can not be solved exactly. Approximations are typically introduced at the level of the
self-energy, either algebraically or making use of diagrammatic techniques9. The main
approximation strategies are briefly discussed in Sec. 1.6.

1.4 Ground-state observables
In general, X-body GFs give access to all X-body observables in the ground state of
the A-body system. To see that, it is convenient to first introduce many-body density

9The use of Wick’s theorem naturally leads to the introduction of Feynman diagrams in the case of
the perturbative expansion of the self-energy [70] (see also Ref. [90] for a pedagogical introduction
to diagrammatic techniques). Equivalently, a a diagrammatic representation can be introduced for
the equation-of-motion approach (see Ref. [89] for a diagrammatic treatment with the inclusion of
three-body forces).
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⦿ Many-body Schrödinger eq.  ➝   Dyson eq.
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4

Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which is a basis-independent function of the energy.

}

⦿ Combine numerator and denominator of Lehmann representation
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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Transition amplitudes

Separation energies

spectroscopic factors
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which is a basis-independent function of the energy.

}

⦿ Combine numerator and denominator of Lehmann representation
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which is a basis-independent function of the energy.
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which is a basis-independent function of the energy.
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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}
⦿ Combine numerator and denominator of Lehmann representation

2

G(r , r 0; z) =
X

n

hr |�nih�n | r 0i
z � En

=
X

n

h0|ar |�nih�n | a†r 0 |0i
z � En

(15)

G(r , r 0; z) =
X

µ

h N

0 |ar | N+1
µ

ih N+1
µ

| a†r 0 | N

0 i
z � E

+
µ

+
X

⌫

h N

0 |a†r 0 | N�1
⌫

ih N�1
⌫

| ar | N

0 i
z � E

�
⌫

(16)

E
+
µ
⌘ E

N+1
µ

� E
N

0 (17)

E
�

⌫
⌘ E

N

0 � E
N�1
⌫

(18)

| N±1


i (19)

Gab(z) =
X

µ

h N

0 |aa | N+1
µ

ih N+1
µ

| a†
b
| N

0 i
z � E

+
µ + i⌘

+
X

⌫

h N

0 |a†
b
| N�1

⌫
ih N�1

⌫
| aa| N

0 i
z � E

�
⌫ � i⌘

(20)

Gab(z) =
X

µ

U
µ

a
(Uµ

b
)⇤

z � E
+
µ + i⌘

+
X

⌫

(V ⌫

a
)⇤V ⌫

b

z � E
�
⌫ � i⌘

(21)

+
X

�

Z
1

Tc

dE
h N

0 |a†
b
| N�1

� E
ih N�1

� E
| aa| N

0 i
z � E � i⌘

(22)

Gab(z) =
X

µ

h N

0 |aa | N+1
µ

ih N+1
µ

| a†
b
| N

0 i
z � E

+
µ + i⌘

+ ... (23)

U
b

µ
⌘ h N

0 |ab | N+1
µ

i (24)

V
b

⌫
⌘ h N

0 |a†
b
| N�1

⌫
i (25)

Gab(z) �! G(k, z) =

Z
d!

2⇡

A(k,!)

z � !
(26)

�! G(k, z) =

Z
d!

2⇡

A(k,!)

z � !
(27)

GR/A(k, z) =

Z
d!

2⇡

A(k,!)

z � ! ± i⌘
(28)

G
�1(k, z) = z � k

2

2m
� ⌃(k, z) (29)

Spectral representation

Spectral representation

12

X

ab

ha|D̂ | bi h A

⌫
|c†

a
cb | A

0 i (99)

✓
d�

d3Q

◆

DWIA

= SFN ⇥
⌧
d�pN

d⌦

�
⇥
⌦
SpASp(A�1)SN(A�1) N

↵
(100)

Wµ⌫

1b (q,!) =

Z
d3p0 dE

(2⇡)3
m2

N

e(p0)e(p0�q)
�(! + E � e(p0))

X

s

Sh

s
(p0�q, E)hp0|jµ

s

†|p0�qihp0�q|j⌫
s
|p0i ,

⇣ d�

dE0d⌦0

⌘

`

= C`

E0

k

Ek

Lµ⌫W
µ⌫ �! C`

E0

k

Ek

Lµ⌫W
µ⌫

1b (101)

⌃̃↵�(!) =
X

m

(
Mm

↵
Mm†

�

! � Em + i⌘
+

Nm

↵
Nm†

�

! + Em � i⌘

)
⌘ ⌃̃+

↵�
(!) + ⌃̃�

↵�
(!) (102)

⌃̃+
↵�

(!) = M↵ (!1�E)�1 M†

�
(103)

⌃̃+ADC
↵�

(!) = C↵ (!1�W �P)�1 C†

�
(104)

⌃̃+ADC
↵�

(!) = C↵ (!1�W)�1
1X

⌫=0

n
P (!1�W)�1

o⌫

C†

�
(105)

P = P(1) +P(2) + . . . (106)

C↵ = C(1)
↵

+C(2)
↵

+ . . . (107)

⌃̃+ADC(2)
↵�

(!) = C(1)
↵

(!1�W)�1 C(1) †
�

+O(3) (108)

BX = !X (109)

B = B(⌃̃(1),C,W,P) (110)

g↵�(!) =
X

n

(Xn

↵
)⇤Xn

�

! � "+n + i⌘
+

X

k

Yk

↵
(Yk

�
)⇤

! � "�
k
� i⌘

(111)

Xn

↵
= h A+1

n
|a†

↵
| A

0 i (112)

Yk

↵
= h A-1

k
|a↵| A

0 i (113)

12

X

ab

ha|D̂ | bi h A

⌫
|c†

a
cb | A

0 i (99)

✓
d�

d3Q

◆

DWIA

= SFN ⇥
⌧
d�pN

d⌦

�
⇥
⌦
SpASp(A�1)SN(A�1) N

↵
(100)

Wµ⌫

1b (q,!) =

Z
d3p0 dE

(2⇡)3
m2

N

e(p0)e(p0�q)
�(! + E � e(p0))

X

s

Sh

s
(p0�q, E)hp0|jµ

s

†|p0�qihp0�q|j⌫
s
|p0i ,

⇣ d�

dE0d⌦0

⌘

`

= C`

E0

k

Ek

Lµ⌫W
µ⌫ �! C`

E0

k

Ek

Lµ⌫W
µ⌫

1b (101)

⌃̃↵�(!) =
X

m

(
Mm

↵
Mm†

�

! � Em + i⌘
+

Nm

↵
Nm†

�

! + Em � i⌘

)
⌘ ⌃̃+

↵�
(!) + ⌃̃�

↵�
(!) (102)

⌃̃+
↵�

(!) = M↵ (!1�E)�1 M†

�
(103)

⌃̃+ADC
↵�

(!) = C↵ (!1�W �P)�1 C†

�
(104)

⌃̃+ADC
↵�

(!) = C↵ (!1�W)�1
1X

⌫=0

n
P (!1�W)�1

o⌫

C†

�
(105)

P = P(1) +P(2) + . . . (106)

C↵ = C(1)
↵

+C(2)
↵

+ . . . (107)

⌃̃+ADC(2)
↵�

(!) = C(1)
↵

(!1�W)�1 C(1) †
�

+O(3) (108)

BX = !X (109)

B = B(⌃̃(1),C,W,P) (110)

g↵�(!) =
X

n

(Xn

↵
)⇤Xn

�

! � "+n + i⌘
+

X

k

Yk

↵
(Yk

�
)⇤

! � "�
k
� i⌘

(111)

Xn

↵
= h A+1

n
|a†

↵
| A

0 i (112)

Yk

↵
= h A-1

k
|a↵| A

0 i (113)13

"+
n
= EA+1

n
� EA

0 (114)

"�
k
= EA

0 � EA�1
k

(115)

SF+
n

=
X

↵2H1

|Xn

↵
|2 (116)

SF�

k
=

X

↵2H1

��Yk

↵

��2 (117)

S(!) =
X

n2HA+1

SF+
n
�(! � EA+1

n
) +

X

k2HA�1

SF�

k
�(! � EA�1

k
) (118)

13

"+
n
= EA+1

n
� EA

0 (114)

"�
k
= EA

0 � EA�1
k

(115)

SF+
n

=
X

↵2H1

|Xn

↵
|2 (116)

SF�

k
=

X

↵2H1

��Yk

↵

��2 (117)

S(!) =
X

n2HA+1

SF+
n
�(! � EA+1

n
) +

X

k2HA�1

SF�

k
�(! � EA�1

k
) (118)

13

"+
n
= EA+1

n
� EA

0 (114)

"�
k
= EA

0 � EA�1
k

(115)

SF+
n

=
X

↵2H1

|Xn

↵
|2 (116)

SF�

k
=

X

↵2H1

��Yk

↵

��2 (117)

S(!) =
X

n2HA+1

SF+
n
�(! � EA+1

n
) +

X

k2HA�1

SF�

k
�(! � EA�1

k
) (118)

➪ Exact GF display a spectral representation

Transition amplitudes

Separation energies

spectroscopic factors
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which is a basis-independent function of the energy.
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⦿ Combine numerator and denominator of Lehmann representation
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which is a basis-independent function of the energy.

}

⦿ Combine numerator and denominator of Lehmann representation

2

G(r , r 0; z) =
X

n

hr |�nih�n | r 0i
z � En

=
X

n

h0|ar |�nih�n | a†r 0 |0i
z � En

(15)

G(r , r 0; z) =
X

µ

h N

0 |ar | N+1
µ

ih N+1
µ

| a†r 0 | N

0 i
z � E

+
µ

+
X

⌫

h N

0 |a†r 0 | N�1
⌫

ih N�1
⌫

| ar | N

0 i
z � E

�
⌫

(16)

E
+
µ
⌘ E

N+1
µ

� E
N

0 (17)

E
�

⌫
⌘ E

N

0 � E
N�1
⌫

(18)

| N±1


i (19)

Gab(z) =
X

µ

h N

0 |aa | N+1
µ

ih N+1
µ

| a†
b
| N

0 i
z � E

+
µ + i⌘

+
X

⌫

h N

0 |a†
b
| N�1

⌫
ih N�1

⌫
| aa| N

0 i
z � E

�
⌫ � i⌘

(20)

Gab(z) =
X

µ

U
µ

a
(Uµ

b
)⇤

z � E
+
µ + i⌘

+
X

⌫

(V ⌫

a
)⇤V ⌫

b

z � E
�
⌫ � i⌘

(21)

+
X

�

Z
1

Tc

dE
h N

0 |a†
b
| N�1

� E
ih N�1

� E
| aa| N

0 i
z � E � i⌘

(22)

Gab(z) =
X

µ

h N

0 |aa | N+1
µ

ih N+1
µ

| a†
b
| N

0 i
z � E

+
µ + i⌘

+ ... (23)

U
b

µ
⌘ h N

0 |ab | N+1
µ

i (24)

V
b

⌫
⌘ h N

0 |a†
b
| N�1

⌫
i (25)

Gab(z) �! G(k, z) =

Z
d!

2⇡

A(k,!)

z � !
(26)

�! G(k, z) =

Z
d!

2⇡

A(k,!)

z � !
(27)

GR/A(k, z) =

Z
d!

2⇡

A(k,!)

z � ! ± i⌘
(28)

G
�1(k, z) = z � k

2

2m
� ⌃(k, z) (29)

Spectral representation

Spectral representation

12

X

ab

ha|D̂ | bi h A

⌫
|c†

a
cb | A

0 i (99)

✓
d�

d3Q

◆

DWIA

= SFN ⇥
⌧
d�pN

d⌦

�
⇥
⌦
SpASp(A�1)SN(A�1) N

↵
(100)

Wµ⌫

1b (q,!) =

Z
d3p0 dE

(2⇡)3
m2

N

e(p0)e(p0�q)
�(! + E � e(p0))

X

s

Sh

s
(p0�q, E)hp0|jµ

s

†|p0�qihp0�q|j⌫
s
|p0i ,

⇣ d�

dE0d⌦0

⌘

`

= C`

E0

k

Ek

Lµ⌫W
µ⌫ �! C`

E0

k

Ek

Lµ⌫W
µ⌫

1b (101)

⌃̃↵�(!) =
X

m

(
Mm

↵
Mm†

�

! � Em + i⌘
+

Nm

↵
Nm†

�

! + Em � i⌘

)
⌘ ⌃̃+

↵�
(!) + ⌃̃�

↵�
(!) (102)

⌃̃+
↵�

(!) = M↵ (!1�E)�1 M†

�
(103)

⌃̃+ADC
↵�

(!) = C↵ (!1�W �P)�1 C†

�
(104)

⌃̃+ADC
↵�

(!) = C↵ (!1�W)�1
1X

⌫=0

n
P (!1�W)�1

o⌫

C†

�
(105)

P = P(1) +P(2) + . . . (106)

C↵ = C(1)
↵

+C(2)
↵

+ . . . (107)

⌃̃+ADC(2)
↵�

(!) = C(1)
↵

(!1�W)�1 C(1) †
�

+O(3) (108)

BX = !X (109)

B = B(⌃̃(1),C,W,P) (110)

g↵�(!) =
X

n

(Xn

↵
)⇤Xn

�

! � "+n + i⌘
+

X

k

Yk

↵
(Yk

�
)⇤

! � "�
k
� i⌘

(111)

Xn

↵
= h A+1

n
|a†

↵
| A

0 i (112)

Yk

↵
= h A-1

k
|a↵| A

0 i (113)

12

X

ab

ha|D̂ | bi h A

⌫
|c†

a
cb | A

0 i (99)

✓
d�

d3Q

◆

DWIA

= SFN ⇥
⌧
d�pN

d⌦

�
⇥
⌦
SpASp(A�1)SN(A�1) N

↵
(100)

Wµ⌫

1b (q,!) =

Z
d3p0 dE

(2⇡)3
m2

N

e(p0)e(p0�q)
�(! + E � e(p0))

X

s

Sh

s
(p0�q, E)hp0|jµ

s

†|p0�qihp0�q|j⌫
s
|p0i ,

⇣ d�

dE0d⌦0

⌘

`

= C`

E0

k

Ek

Lµ⌫W
µ⌫ �! C`

E0

k

Ek

Lµ⌫W
µ⌫

1b (101)

⌃̃↵�(!) =
X

m

(
Mm

↵
Mm†

�

! � Em + i⌘
+

Nm

↵
Nm†

�

! + Em � i⌘

)
⌘ ⌃̃+

↵�
(!) + ⌃̃�

↵�
(!) (102)

⌃̃+
↵�

(!) = M↵ (!1�E)�1 M†

�
(103)

⌃̃+ADC
↵�

(!) = C↵ (!1�W �P)�1 C†

�
(104)

⌃̃+ADC
↵�

(!) = C↵ (!1�W)�1
1X

⌫=0

n
P (!1�W)�1

o⌫

C†

�
(105)

P = P(1) +P(2) + . . . (106)

C↵ = C(1)
↵

+C(2)
↵

+ . . . (107)

⌃̃+ADC(2)
↵�

(!) = C(1)
↵

(!1�W)�1 C(1) †
�

+O(3) (108)

BX = !X (109)

B = B(⌃̃(1),C,W,P) (110)

g↵�(!) =
X

n

(Xn

↵
)⇤Xn

�

! � "+n + i⌘
+

X

k

Yk

↵
(Yk

�
)⇤

! � "�
k
� i⌘

(111)

Xn

↵
= h A+1

n
|a†

↵
| A

0 i (112)

Yk

↵
= h A-1

k
|a↵| A

0 i (113)13

"+
n
= EA+1

n
� EA

0 (114)

"�
k
= EA

0 � EA�1
k

(115)

SF+
n

=
X

↵2H1

|Xn

↵
|2 (116)

SF�

k
=

X

↵2H1

��Yk

↵

��2 (117)

S(!) =
X

n2HA+1

SF+
n
�(! � EA+1

n
) +

X

k2HA�1

SF�

k
�(! � EA�1

k
) (118)

13

"+
n
= EA+1

n
� EA

0 (114)

"�
k
= EA

0 � EA�1
k

(115)

SF+
n

=
X

↵2H1

|Xn

↵
|2 (116)

SF�

k
=

X

↵2H1

��Yk

↵

��2 (117)

S(!) =
X

n2HA+1

SF+
n
�(! � EA+1

n
) +

X

k2HA�1

SF�

k
�(! � EA�1

k
) (118)

13

"+
n
= EA+1

n
� EA

0 (114)

"�
k
= EA

0 � EA�1
k

(115)

SF+
n

=
X

↵2H1

|Xn

↵
|2 (116)

SF�

k
=

X

↵2H1

��Yk

↵

��2 (117)

S(!) =
X

n2HA+1

SF+
n
�(! � EA+1

n
) +

X

k2HA�1

SF�

k
�(! � EA�1

k
) (118)

➪ Exact GF display a spectral representation
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Tracing the latter matrices over the one-body Hilbert space H1 provides spectroscopic factors
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which are nothing but the norms of the spectroscopic amplitudes. A spectroscopic factor sums the probabilities that
an eigenstate of the A+1 (A-1) system can be described as a nucleon added to (removed from) a single-particle state
on top of the ground state of the A-nucleon system.

One can then gather the complete spectroscopic information associated with one-nucleon addition and removal
processes into the so-called spectral function S(!). The spectral function denotes an energy-dependent matrix defined
on H1 through
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where the first (second) sum is restricted to eigenstates of H in the Hilbert space HA+1 (HA�1) associated with the
A+1 (A-1) system. Note that S(!) is directly related to the imaginary part of Dyson’s one-body Green’s function
G(!) [? ]. Taking the trace of S(!) provides the spectral strength distribution (SDD)
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which is a basis-independent function of the energy.
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⦿ Combine numerator and denominator of Lehmann representation
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➪ Exact GF display a spectral representation
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Transition amplitudes

Spectroscopic matrices

Spectral function

Numerator + denominator

3

in (from) a specific single-particle state. An additional
subtlety is that the single-particle states in question are
not known a priori and must emerge from the procedure
along with associated ESPEs.

Information on one-nucleon transfer can be typically
encoded in the probability amplitudes to reach the eigen-
state | A+1

µ i (| A-1
⌫ i) by adding (removing) a nucleon in

(from) a one-body basis state |pi ⌘ a
†

p|0i to (from) the
ground state | A

0
i, introduced according to

U
p
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0
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and collected in the vector6 Uµ (V⌫). From those, spec-
troscopic probability matrices for one-nucleon addition
and removal processes S+

n ⌘ UnU†

n and S�

k ⌘ V⇤

kV
T
k

are defined.
Their elements read as7

S
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The spectroscopic information in Eqs. (3) and (6) is as-
sembled into the spectral function, an energy-dependent
matrix defined on H1, according to

S(!) ⌘ S+(!) + S�(!)
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X
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n �(! � "
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n ) +
X
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where the first (second) sum is restricted to eigenstates
of H in the Hilbert space HA+1 (HA�1) associated with
the A+1 (A-1) system.

C. Baranger one-body Hamiltonian

Next, it is useful to introduce the moments of the spec-
tral function, computed according to

M(n)
⌘

Z
+1

�1

!
n S(!) d! (8)

and constituting energy-independent matrices on H1.

6 Bold symbols denote tensors in the one-body Hilbert space.
7 Spectroscopic factors are obtained by tracing spectroscopic prob-
ability matrices over the one-body Hilbert space H1
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A spectroscopic factor delivers the total probability that an
eigenstate | A+1

µ i (| A-1
⌫ i) of the A+1 (A-1) system can be de-

scribed as a nucleon added to (removed from) a single-particle
state on top of the ground state of the A-nucleon system. While
being scale and scheme dependent [7], spectroscopic factors are
independent of the one-body basis employed to expand spectro-
scopic matrices.

The zeroth moment can be shown to be the identity
matrix8

M(0) =
X

µ2HA+1

S+

µ +
X

⌫2HA�1

S�

⌫ = 1 . (9)

This sum rule provides each diagonal matrix element of
S(!) with the meaning of a probability distribution func-
tion in the statistical sense, i.e., the combined probability
of adding a nucleon to or removing a nucleon from a spe-
cific single-particle basis state |pi integrates to 1 when
summing over all final states of A±1 systems.
The first moment of the spectral function defines the

so-called one-body Baranger, or centroid, Hamiltonian
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X
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�

⌫
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D. E↵ective single-particle energies

E↵ective single-particle energies are nothing but the
eigenvalues of hcent [1, 8], i.e. they are obtained by solv-
ing the one-body eigenvalue problem

hcent
| 

cent

b i = e
cent

b | 
cent

b i , (11)

and are thus independent of the one-body basis used to
expand hcent in matrix form. In fact, solving Eq. (11)
does not only provide ESPEs but also delivers Baranger
one-body eigenstates the nucleon is e↵ectively added to
or removed from. The associated basis of H1 is denoted
as {c

†

b} and is also independent the one-body basis ini-
tially used to expand spectroscopic probability matrices.
Focusing as an example on an even-even nucleus, the

J
⇡ = 0+ character of its ground state | A

0
i and the rota-

tional invariance of the system make hcent to be spheri-
cally symmetric. As a result, Baranger basis states carry
spherical quantum numbers b ⌘ (nb,⇡b, jb,mb, ⌧b) denot-
ing respectively the principal quantum number, the par-
ity, the total angular momentum and its projection on
the, e.g., z-axis as well as the isospin projection.
Employing the Baranger basis, an ESPE involves di-

agonal spectroscopic probabilities

e
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⌫ E
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and appears to be nothing but a centroid, i.e., the
arithmetic average of one-nucleon separation energies
weighted by the probability to reach the corresponding
A+1 (A-1) eigenstates by adding (removing) a nucleon
to (from) the single-particle state | 

cent

b i.

8 This result reflects the anti-commutation properties of fermionic
creation and annihilation operators. As such, it is scale and
scheme independent as well as independent of the one-body basis
used to expand spectroscopic matrices.

3

in (from) a specific single-particle state. An additional
subtlety is that the single-particle states in question are
not known a priori and must emerge from the procedure
along with associated ESPEs.

Information on one-nucleon transfer can be typically
encoded in the probability amplitudes to reach the eigen-
state | A+1

µ i (| A-1
⌫ i) by adding (removing) a nucleon in

(from) a one-body basis state |pi ⌘ a
†

p|0i to (from) the
ground state | A

0
i, introduced according to

U
p
µ ⌘ h A

0
|ap| 

A+1

µ i
�
V

p
⌫ ⌘ h A

0
|a

†

p| 
A-1

⌫ i
�

(4)

and collected in the vector6 Uµ (V⌫). From those, spec-
troscopic probability matrices for one-nucleon addition
and removal processes S+

n ⌘ XnX
†

n and S�

k ⌘ Y
⇤

kY
T
k are

defined.
Their elements read as7

S
+pq
µ ⌘ h A

0
|ap| 

A+1

µ ih A+1

µ |a
†

q| 
A

0
i , (6a)

S
�pq
⌫ ⌘ h A

0
|a

†

q| 
A-1

⌫ ih A-1

⌫ |ap| 
A

0
i . (6b)

The spectroscopic information in Eqs. (3) and (6) is as-
sembled into the spectral function, an energy-dependent
matrix defined on H1, according to

S(!) ⌘ S+(!) + S�(!)

S(!) ⌘
X

n2HA+1

S+

n �(! � "
+

n ) +
X

k2HA�1

S�

k �(! � "
�

k ), (7)

where the first (second) sum is restricted to eigenstates
of H in the Hilbert space HA+1 (HA�1) associated with
the A+1 (A-1) system.

C. Baranger one-body Hamiltonian

Next, it is useful to introduce the moments of the spec-
tral function, computed according to

M(n)
⌘

Z
+1

�1

!
n S(!) d! (8)

and constituting energy-independent matrices on H1.

6 Bold symbols denote tensors in the one-body Hilbert space.
7 Spectroscopic factors are obtained by tracing spectroscopic prob-
ability matrices over the one-body Hilbert space H1

SF+

µ ⌘ TrH1

⇥
S+

µ

⇤
=

X

p2H1

��Up
µ

��2 ,

SF�

⌫ ⌘ TrH1

⇥
S�

⌫

⇤
=

X

p2H1

|V p
⌫ |

2 .

A spectroscopic factor delivers the total probability that an
eigenstate | A+1

µ i (| A-1
⌫ i) of the A+1 (A-1) system can be de-

scribed as a nucleon added to (removed from) a single-particle
state on top of the ground state of the A-nucleon system. While
being scale and scheme dependent [7], spectroscopic factors are
independent of the one-body basis employed to expand spectro-
scopic matrices.

The zeroth moment can be shown to be the identity
matrix8

M(0) =
X

µ2HA+1

S+

µ +
X

⌫2HA�1

S�

⌫ = 1 . (9)

This sum rule provides each diagonal matrix element of
S(!) with the meaning of a probability distribution func-
tion in the statistical sense, i.e., the combined probability
of adding a nucleon to or removing a nucleon from a spe-
cific single-particle basis state |pi integrates to 1 when
summing over all final states of A±1 systems.
The first moment of the spectral function defines the

so-called one-body Baranger, or centroid, Hamiltonian

M(1) =
X

n2HA+1

S+

n "
+

n +
X

k2HA�1

S�

k "
�

k ⌘ hcent
.

D. E↵ective single-particle energies

E↵ective single-particle energies are nothing but the
eigenvalues of hcent [1, 8], i.e. they are obtained by solv-
ing the one-body eigenvalue problem

hcent
| 

cent

� i = e
cent

� | 
cent

� i , (10)

and are thus independent of the one-body basis used to
expand hcent in matrix form. In fact, solving Eq. (10)
does not only provide ESPEs but also delivers Baranger
one-body eigenstates the nucleon is e↵ectively added to
or removed from. The associated basis of H1 is denoted
as {c

†

b} and is also independent the one-body basis ini-
tially used to expand spectroscopic probability matrices.
Focusing as an example on an even-even nucleus, the

J
⇡ = 0+ character of its ground state | A

0
i and the rota-

tional invariance of the system make hcent to be spheri-
cally symmetric. As a result, Baranger basis states carry
spherical quantum numbers b ⌘ (nb,⇡b, jb,mb, ⌧b) denot-
ing respectively the principal quantum number, the par-
ity, the total angular momentum and its projection on
the, e.g., z-axis as well as the isospin projection.
Employing the Baranger basis, an ESPE involves di-

agonal spectroscopic probabilities

e
cent

� ⌘

X

n2HA+1

S
+��
n "

+

n +
X

k2HA�1

S
���
k "

�

k , (11)

and appears to be nothing but a centroid, i.e., the
arithmetic average of one-nucleon separation energies
weighted by the probability to reach the corresponding
A+1 (A-1) eigenstates by adding (removing) a nucleon
to (from) the single-particle state | 

cent

b i.

8 This result reflects the anti-commutation properties of fermionic
creation and annihilation operators. As such, it is scale and
scheme independent as well as independent of the one-body basis
used to expand spectroscopic matrices.
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scribed as a nucleon added to (removed from) a single-particle
state on top of the ground state of the A-nucleon system. While
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independent of the one-body basis employed to expand spectro-
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S(!) with the meaning of a probability distribution func-
tion in the statistical sense, i.e., the combined probability
of adding a nucleon to or removing a nucleon from a spe-
cific single-particle basis state |pi integrates to 1 when
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The first moment of the spectral function defines the
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one-body eigenstates the nucleon is e↵ectively added to
or removed from. The associated basis of H1 is denoted
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b} and is also independent the one-body basis ini-
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Focusing as an example on an even-even nucleus, the
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⇡ = 0+ character of its ground state | A
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i and the rota-

tional invariance of the system make hcent to be spheri-
cally symmetric. As a result, Baranger basis states carry
spherical quantum numbers b ⌘ (nb,⇡b, jb,mb, ⌧b) denot-
ing respectively the principal quantum number, the par-
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Employing the Baranger basis, an ESPE involves di-
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weighted by the probability to reach the corresponding
A+1 (A-1) eigenstates by adding (removing) a nucleon
to (from) the single-particle state | 

cent

b i.

8 This result reflects the anti-commutation properties of fermionic
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Effective single-particle energies (I)

⦿ Many-body observables often difficult to interpret

○ E.g. separation energies can not, in general, be used to define a single-nucleon shell structure

➟ Resort to simpler/reduced quantities, e.g. effective single-particle energies (ESPEs)

⦿ Well-defined procedure to compute ESPEs from a correlated wave function  [Baranger 1970]
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weighted by the probability to reach the corresponding
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8 This result reflects the anti-commutation properties of fermionic
creation and annihilation operators. As such, it is scale and
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○ Moments of the spectral function

○ First moment define centroid Hamiltonian

○ Eigenvalues of hcent represent ESPEs

○ In Baranger basis, ESPEs are energy centroids

➟ Baranger procedure is independent of the underlying theoretical approach

➟ However, ESPEs values depend on the scheme and scale of the theoretical approach
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state on top of the ground state of the A-nucleon system. While
being scale and scheme dependent [7], spectroscopic factors are
independent of the one-body basis employed to expand spectro-
scopic matrices.

The zeroth moment can be shown to be the identity
matrix8

M(0) =
X

µ2HA+1

S+

µ +
X

⌫2HA�1

S�

⌫ = 1 . (9)

This sum rule provides each diagonal matrix element of
S(!) with the meaning of a probability distribution func-
tion in the statistical sense, i.e., the combined probability
of adding a nucleon to or removing a nucleon from a spe-
cific single-particle basis state |pi integrates to 1 when
summing over all final states of A±1 systems.
The first moment of the spectral function defines the

so-called one-body Baranger, or centroid, Hamiltonian

M(1) =
X

n2HA+1

S+

n "
+

n +
X

k2HA�1

S�

k "
�

k ⌘ hcent
.

D. E↵ective single-particle energies

E↵ective single-particle energies are nothing but the
eigenvalues of hcent [1, 8], i.e. they are obtained by solv-
ing the one-body eigenvalue problem

hcent
| 

cent

� i = e
cent

� | 
cent

� i , (10)

and are thus independent of the one-body basis used to
expand hcent in matrix form. In fact, solving Eq. (10)
does not only provide ESPEs but also delivers Baranger
one-body eigenstates the nucleon is e↵ectively added to
or removed from. The associated basis of H1 is denoted
as {c

†

b} and is also independent the one-body basis ini-
tially used to expand spectroscopic probability matrices.
Focusing as an example on an even-even nucleus, the

J
⇡ = 0+ character of its ground state | A

0
i and the rota-

tional invariance of the system make hcent to be spheri-
cally symmetric. As a result, Baranger basis states carry
spherical quantum numbers b ⌘ (nb,⇡b, jb,mb, ⌧b) denot-
ing respectively the principal quantum number, the par-
ity, the total angular momentum and its projection on
the, e.g., z-axis as well as the isospin projection.
Employing the Baranger basis, an ESPE involves di-

agonal spectroscopic probabilities

e
cent

� ⌘

X

n2HA+1

S
+��
n "

+

n +
X

k2HA�1

S
���
k "

�

k , (11)

and appears to be nothing but a centroid, i.e., the
arithmetic average of one-nucleon separation energies
weighted by the probability to reach the corresponding
A+1 (A-1) eigenstates by adding (removing) a nucleon
to (from) the single-particle state | 

cent

b i.

8 This result reflects the anti-commutation properties of fermionic
creation and annihilation operators. As such, it is scale and
scheme independent as well as independent of the one-body basis
used to expand spectroscopic matrices.



Effective single-particle energies (II)

⦿ At fixed scheme, scale dependence relates to changes in the input interaction

○ E.g. via a unitary transformation of the Hamiltonian

T. DUGUET, H. HERGERT, J. D. HOLT, AND V. SOMÀ PHYSICAL REVIEW C 92, 034313 (2015)

FIG. 6. (Color online) Residual spreads of separation energies
and ESPEs in HFB and second-order G-SCGF calculations with a
2N + 3N Hamiltonian. Differences between λ = 1.88 and 2.24 fm−1

calculations are displayed for each spin-parity state. For one-neutron
separation energies, states with spectroscopic factor larger than 30%
are retained. All states displayed in Fig. 5(b) are plotted indistinctly.
Going from panel (a) to panel (c), one notices (i) a large reduction of
the scale dependence and (ii) the expected compression of the strength
owing to the inclusion of the coupling to fluctuations. Comparing
panels (b) and (d) makes clear that none of these two features is
reflected in the ESPEs, i.e., in the underlying shell structure.

for the even-even system with N neutrons and Z protons.
Disregarding the change in the single-particle wave functions
when going from N to N ± 2 nuclei, along with the interaction
between the added (removed) two neutrons, it is easy to see
that δ2n(N,Z) and #ecent(N,Z) are equal in the HF limit. This
is the reason why the former observable is often compared to
the latter nonobservable ESPE gap.

The main lessons to retain from Fig. 7 are similar to before.

(i) As expected from good doubly closed shell systems,
the ESPE Fermi gap captures the two-neutron shell
gap quantitatively at the mean-field, i.e., HFB, level
independently of the scale used. Contrarily, this is not
at all the case at the MR-IM-SRG(2), i.e., correlated,
level. This is typical of ab initio theoretical schemes
where the dynamics of all nucleons is treated on the
same footing, as was already exemplified above for
one-nucleon separation energies from second-order G-
SCGF calculations as well as from CC calculations at
the singles and doubles level in Ref. [13].

(ii) The scale dependence of the ESPE Fermi gap is
qualitatively different and systematically larger than
the artificial running of the two-neutron shell gap,
thus illustrating the nonobservable (observable) na-
ture of the former (latter). The scale dependence of
δ2n(N,Z) is reduced systematically from 600–700 keV
to 200 keV by going from HFB to MR-IM-SRG(2),
with the exception of 14O, where the δ2n(N,Z) obtained
from HFB and MR-IM-SRG(2) are both ∼850 keV. In
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FIG. 7. (Color online) Two-nucleon shell gap versus the ESPE
Fermi gap in 14,16,22,24O. Each quantity is displayed for λ = 1.88
(dashed lines, open symbols), 2.00 (dotted lines, no symbols), and
2.24 fm−1 (solid lines, solid symbols). Results are displayed for
both HFB (δHFB

2n ,#ecent,HFB) and the MR-IM-SRG(2) (δ2n,#ecent)
truncation scheme. One-, two-, and three-body operators are retained
in the initial and transformed Hamiltonians.

contrast, the scale dependence of the ESPE Fermi gap
grows from 400–600 keV to 1.5–2.8 MeV in 14,16,22O
as we go from HFB to MR-IM-SRG(2).15

The above results constitute the best illustration currently
allowed by state-of-the-art many-body calculations of the scale
dependence of nuclear shell energies. While we consider
this illustration to be already striking, its quality will keep
improving over the coming years, as already mentioned in
Sec. III B.

D. Spectroscopic factors

Let us also briefly illustrate the nonobservable character
of spectroscopic factors. To do so, spectroscopic factors
associated with one-neutron addition and removal processes
on the ground states of 14,16,18,20,22,24O are compiled in Fig. 8
as a function of the separation energy of the corresponding
final state. For each state, the results obtained for λ =
1.88,2.00,2.24 fm−1 are connected by lines. At the HFB
level [Fig. 8(a)], the variation of the spectroscopic factors
with λ is sufficiently small to be obscured by the symbols.
This variation essentially occurs horizontally because the
one-neutron separation energies do depend on λ [see inset in
Fig. 8(a)] at that level as discussed previously. Contrarily, there
is essentially no vertical variation because one is operating

15Superficially, the increase in the scale dependence is even more
severe for 24O, where the gap increases from 40 keV to 1 MeV.
However, continuum effects, which are currently only taken into
account through the crude discretization provided by the HO basis,
should be especially important in that nucleus.

034313-12

➟ No “true/correct” theoretical scheme, all equally valid!

⦿ At fixed scale, scheme dependence relates to degrees of freedom, model assumptions, …

➟ Proven to affect ESPEs

[Duguet et al. 2015]

➟ While observables ~ unchanged

○ E.g. valence-space vs full-space approaches

○ Ultimately relates to (non-observable) “correlations” in the nuclear wave functions

➟ ESPEs from different schemes must be compared with care

○ Also concerns “experimental” ESPEs (entering e.g. via DWBA calculations)
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⦿ E.g., evolution of energy splitting between spin-orbit partners well understood

➟ Smooth evolution with A and n

7
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Figure 1. (Bottom) Diagonal 1d5/2 part of the spectral func-
tion for one-neutron removal from the 36S ground state to
J⇡ = 5/2+ final states in 35S. (Top) Corresponding cumula-
tive strength. Results from GGF-ADC(2) and GGF-ADC(3)
calculations (the latter taken from Ref. [13]) are shown. Ac-
cording to Eq. (3), the x-axis scans (negative) one-neutron
separation energies to J⇡ = 5/2+ final states in 35S relative
to the J⇡ = 0+ 36S ground state. The computed separation
energy to the 35S J⇡ = 3/2+ ground-state is E�

0
= �10.32

MeV (�10.11 MeV) in GGF-ADC(2) (GGF-ADC(3)).

into the additional channel). However, whereas these ad-
ditional correlations further fragment the strength in 36S,
it does not do so in 40Ca where it remains located in one
peak.

In 36S, the fragmentation visible in the cumula-
tive GGF-ADC(2,3) and direct-reaction removal spectral
function are qualitatively similar across the whole energy
range [5]. In 40Ca, conversely, the cumulative strengths
are significantly di↵erent17. One the one-hand, the GGF
strength arguably su↵ers in 40Ca from the incomplete
character of the ADC(2,3) many-body approximations.
This is aggravated by the use of the NNLOsat interac-
tion that tends to overestimate magic gaps and produce

17 By comparison, the diagonal 1d3/2 matrix element of the one-

neutron removal strength to J⇡ = 3/2+ final states is barely
fragmented in 36S and 40Ca for both the direct-reaction and the
ab initio GGF ADC(2,3) approaches [5, 19]. Most of the strength
is concentrated in the 3/2+ ground-state peaks. Contrarily, the
d5/2 strength function relates to excited 5/2+ states that typi-
cally leads to more fragmentation.
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Figure 2. (Bottom) Same as Fig. 1 for one-neutron removal
from 40Ca. Results from GGF-ADC(2) and GGF-ADC(3)
calculations (the latter taken from Ref. [14]) are compared to
the strength obtained via the direct-reaction approach [19].
The computed separation energy to the 39Ca J⇡ = 3/2+

ground-state is E�

0
= �13.84 MeV (�14.03 MeV) in GGF-

ADC(2) (GGF-ADC(3)).

spectra that are too spread out, thus suppressing the
onset of correlations beyond the mean field. This issue
was shown to be particularly significant in doubly closed-
shell nuclei [14]. On the other hand, the cumulative
1d5/2 strength from the direction-reaction is larger than
in GGF-ADC(2) and does not seem to have reached a
plateau within the experimentally accessed energy range.

D. Spin-orbit splitting evolution

Based on the spectral functions discussed above,
Baranger ESPEs are computed. One-body spin-orbit
splittings derive from the di↵erences of two ESPEs as-
sociated with orbits characterised by the same principal
quantum number n and orbital angular momentum ` but
the two possible total angular momenta j< = ` � s and
j> = `+ s, i.e.

�SO

n` ⌘ e
cent

n`j<
� e

cent

n`j>
, (14)

with s = 1/2 denoting the intrinsic spin. The splitting of
present interest, i.e. the neutron �SO

1d ⌘ e
cent

1d3/2
�e

cent

1d5/2
, is

shown in Fig. 3 as a function of proton number. Remov-
ing protons, one observes a steady decrease from 40Ca⦿ Tensor force expected to perturb this picture

○ Repulsive between j< and j’< 

○ Attractive between j< and j’> 

⦿ Central, spin-orbit and tensor operators at play in nuclear interactions

➟ How do they impact nuclear shell structure (and its evolution with N & Z)?

with
[Mairle et al. 1993]

What happens?

2

markable signatures to date are the disappearance of the
neutron magic numbers 8, 20 and 28 for nuclei with a
large neutron-to-proton imbalance [2–4].

The evolution of nuclear shells is thus caused by a sub-
tle combination of the various components making up 2N
and 3N interactions, namely the central, spin-orbit, and
tensor operator structures, the impacts of which are qual-
itatively di↵erent. One question of particular interest in
nuclear-structure physics regards the description of the
energy splitting �SO

n` between so-called spin-orbit part-
ners states. These states have the same radial quantum
number n and orbital angular momentum `. However, `
is coupled to the intrinsic spin s in opposite ways to gen-
erate the j> = ` + s and j< = ` � s partners, the bind-
ing energies of which are h✏j>i and h✏j<i, respectively.
Such spin-orbit splittings, are in particular, crucial in
explaining the magic numbers 28, 50, 82 and 126. While
many-body correlations do spread the strength of a given
single-particle state over many eigen states of the A-body
Schrödinger equation, a controlled theoretical procedure
[1] exists to recollect this fragmented strength and recon-
struct the e↵ective single-particle energies of each spin-
orbit partner, thus leading to the single-particle spin-
orbit splitting of interest �SO

n` = h✏j<i � h✏j>i. A simi-
lar procedure can be applied to experimentally observed
states, although with certain practical limitations that
are discussed in the Methods Section C.

Generally speaking, spin-orbit splittings �SO

n` display a
smooth evolution as a function of the atomic mass A and
the number of nodes n of the involved states, as shown
in Fig. 1. These trends can be well understood from the
single-particle spin-orbit mean-field potential originating
from the 2N spin-orbit component of the nuclear Hamil-
tonian [5]. Departures from this trend, shown in Fig. 1,
are rare but of great interest to determine the micro-
scopic mechanisms behind spin-orbit splittings, such as
the spin-orbit or central parts of the nuclear forces [8, 10–
13] or by the tensor force, discussed below.

The tensor force acts attractively between two nucleons
occupying single-particle shells di↵ering in the coupling
of their orbital angular momenta and intrinsic spins, i.e.
shells characterized by j> = ` + s and j0< = `0 � s. It is
both repulsive between j> and j0> shells and between j<
and j0< shells. It is then expected to induce a contribu-
tion to the mean-field one-body spin-orbit potential that
reduces (enhances) the size of neutron spin-orbit split-
tings between orbitals with j0> and j0< when protons are
filling the j> (j<) orbital.

The tensor interaction was proposed to be the origin of
the major shell evolution and the disappearance of magic
numbers almost two decades ago, (see e.g. [4] and ref-
erences therein) but its impact is still strongly debated.
The tensor part of elementary inter-nucleon interactions
is known to carry significant strength and play a key role
in the structure of light nuclei. Consistently, ab� initio
calculations of mid-mass nuclei do indeed require the
full-fledged tensor interaction to deliver a realistic de-
scription. In e↵ective many-body theories projecting the

p1d3/2

n1d3/2

n1d5/2
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FIG. 1: Evolution of single-particle spin-orbit splittings
2�SO

n` /(2` + 1) as a function of the atomic mass A for
di↵erent values of the number of nodes n of the nucleon
radial wave function and for orbital momenta ` = 1�6 for
the p, d, f, g, h, i orbits (adapted from Ref. [5] with data
points with filled circles). Most of the experimental data
points, including some recent ones obtained for Sn and
In isotopes around N = 82 (shown with a green star and
light green pentagon [6–8]), fall on the systematic trend.
However, major discrepancies are observed in particular
for the neutron 2p3/2�2p1/2 SO splitting in 36S and 34Si
[9, 10], 3p3/2�3p1/2 in

132Sn [6] and 1d5/2�1d3/2 between
36S and 40Ca, where the tensor mechanism shown in the
central inset and discussed in the text, comes into play.

many-body problem onto an appropriate subspace, the
impact of the residual tensor force on nuclear-structure
properties and shell evolution is more debated. Valence-
space shell-model calculations do display a residual ten-
sor force that typically carries 30% of the total neutron-
proton strength. While the e↵ective tensor interaction
has been scarcely implemented in Energy Density Func-
tional (EDF) calculations, either relativistic or not, it
was found potentially to have a significant impact on the
shell evolution [14–19]. However, no set of experimental
data could so far unambiguously demonstrate a consis-
tent improvement in the description of spin-orbit split-
tings brought by the inclusion of such an e↵ective tensor
operator.
The analysis of spin-orbit splittings is di�cult given

that their values �SO

n` can be large, especially for increas-
ingly high-` orbitals (typically 6.5 MeV at A = 40 for
` = 2, and 8.3 MeV at A = 50 for ` = 3). Due to these
large values, the strength of at least one of the two single-
particle partners is typically strongly fragmented by the
coupling to other modes present around these excitation
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and 3N interactions, namely the central, spin-orbit, and
tensor operator structures, the impacts of which are qual-
itatively di↵erent. One question of particular interest in
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di↵erent values of the number of nodes n of the nucleon
radial wave function and for orbital momenta ` = 1�6 for
the p, d, f, g, h, i orbits (adapted from Ref. [5] with data
points with filled circles). Most of the experimental data
points, including some recent ones obtained for Sn and
In isotopes around N = 82 (shown with a green star and
light green pentagon [6–8]), fall on the systematic trend.
However, major discrepancies are observed in particular
for the neutron 2p3/2�2p1/2 SO splitting in 36S and 34Si
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many-body problem onto an appropriate subspace, the
impact of the residual tensor force on nuclear-structure
properties and shell evolution is more debated. Valence-
space shell-model calculations do display a residual ten-
sor force that typically carries 30% of the total neutron-
proton strength. While the e↵ective tensor interaction
has been scarcely implemented in Energy Density Func-
tional (EDF) calculations, either relativistic or not, it
was found potentially to have a significant impact on the
shell evolution [14–19]. However, no set of experimental
data could so far unambiguously demonstrate a consis-
tent improvement in the description of spin-orbit split-
tings brought by the inclusion of such an e↵ective tensor
operator.
The analysis of spin-orbit splittings is di�cult given

that their values �SO

n` can be large, especially for increas-
ingly high-` orbitals (typically 6.5 MeV at A = 40 for
` = 2, and 8.3 MeV at A = 50 for ` = 3). Due to these
large values, the strength of at least one of the two single-
particle partners is typically strongly fragmented by the
coupling to other modes present around these excitation

⦿ Focus on 1d5/2-1d3/2 splitting in N=20

➟ Mairle evolution predicts increase of ∆SO

○ When going from Z=20 to Z=16

➟ Tensor force induces a decrease of ∆SO

?

[S. Jongile et al. submitted]



The experiment

⦿ One-neutron transfer reaction 36S(p,d)35S at Ep=66 MeV @ iThemba LABS

Excitation spectrum from d kinematics

L & J assignment from d angular distributions
➝  Identification of 98 states in 35S up to Ex=16 MeV

○ Challenge: strength typically fragmented over large energy range

S. Jongile
R. Neveling
O. Sorlin
M. Wiedeking
et al.

[S. Jongile et al. submitted]



Excitation spectra

⦿ Excitation energies can be cleanly compared between experiment & theory

Compression of the spectrum
when going ADC(2) ➝ ADC(3)

Some Jπ absent in ADC(2,3)
➝  Collective character?
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First few states too low in ab initio calculations

Strong fragmentation of 5/2+
⦿ Theoretical set-up: SCGF in ADC(2) & ADC(3), NNLOsat (2N+3N) interaction



Spectral function
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⦿ DWBA calculations to obtain spectroscopic amplitudes from measured cross sections

➟ “Experimental” spectral function is in fact theoretical-scheme-dependent

➟ Consistent calculation performed for 40Ca(p,d)39Ca reaction (+ 1n addition channels)

Direct-reaction (DR) 
vs

 ab initio calculations
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[S. Jongile et al. submitted]



Spin-orbit splitting

Physics case

p1d3/2

n1d3/2

n1d5/2

j <

j’ <

j’ >

⦿ Resulting ESPEs determine spin-orbit splitting in the two nuclei

Calculations with tensor operator  ➝   ∆SO(40Ca) > ∆SO(36S)

Calculations without tensor operator  ➝  ∆SO(40Ca) < ∆SO(36S)

∆SO(40Ca) - ∆SO(36S) deviates from the trend  ➝  signature of tensor interaction

[S. Jongile et al. submitted]



Stability of ESPEs (I)
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⦿ Direct-reaction approach restricted to ω accessible via one-nucleon removal/addition experiments

⦿ Within the ab initio approach, one can examine the impact of limiting the energy range

3

in (from) a specific single-particle state. An additional
subtlety is that the single-particle states in question are
not known a priori and must emerge from the procedure
along with associated ESPEs.

Information on one-nucleon transfer can be typically
encoded in the probability amplitudes to reach the eigen-
state | A+1

µ i (| A-1
⌫ i) by adding (removing) a nucleon in

(from) a one-body basis state |pi ⌘ a
†

p|0i to (from) the
ground state | A

0
i, introduced according to

U
p
µ ⌘ h A

0
|ap| 

A+1

µ i
�
V

p
⌫ ⌘ h A

0
|a

†

p| 
A-1

⌫ i
�

(4)

and collected in the vector6 Uµ (V⌫). From those, spec-
troscopic probability matrices for one-nucleon addition
and removal processes S+

n ⌘ UnU†

n and S�

k ⌘ V⇤

kV
T
k

are defined.
Their elements read as7

S
+pq
µ ⌘ h A

0
|ap| 

A+1

µ ih A+1

µ |a
†

q| 
A

0
i , (6a)

S
�pq
⌫ ⌘ h A

0
|a

†

q| 
A-1

⌫ ih A-1

⌫ |ap| 
A

0
i . (6b)

The spectroscopic information in Eqs. (3) and (6) is as-
sembled into the spectral function, an energy-dependent
matrix defined on H1, according to

S(!) ⌘ S+(!) + S�(!)

S(!) ⌘
X

n2HA+1

S+

n �(! � "
+

n ) +
X

k2HA�1

S�

k �(! � "
�

k ), (7)

where the first (second) sum is restricted to eigenstates
of H in the Hilbert space HA+1 (HA�1) associated with
the A+1 (A-1) system.

C. Baranger one-body Hamiltonian

Next, it is useful to introduce the moments of the spec-
tral function, computed according to

M(n)
⌘

Z
+1

�1

!
n S(!) d! (8)

and constituting energy-independent matrices on H1.

6 Bold symbols denote tensors in the one-body Hilbert space.
7 Spectroscopic factors are obtained by tracing spectroscopic prob-
ability matrices over the one-body Hilbert space H1

SF+

µ ⌘ TrH1

⇥
S+

µ

⇤
=

X

p2H1

��Up
µ

��2 ,

SF�

⌫ ⌘ TrH1

⇥
S�

⌫

⇤
=

X

p2H1

|V p
⌫ |

2 .

A spectroscopic factor delivers the total probability that an
eigenstate | A+1

µ i (| A-1
⌫ i) of the A+1 (A-1) system can be de-

scribed as a nucleon added to (removed from) a single-particle
state on top of the ground state of the A-nucleon system. While
being scale and scheme dependent [7], spectroscopic factors are
independent of the one-body basis employed to expand spectro-
scopic matrices.

The zeroth moment can be shown to be the identity
matrix8

M(0) =
X

µ2HA+1

S+

µ +
X

⌫2HA�1

S�

⌫ = 1 . (9)

This sum rule provides each diagonal matrix element of
S(!) with the meaning of a probability distribution func-
tion in the statistical sense, i.e., the combined probability
of adding a nucleon to or removing a nucleon from a spe-
cific single-particle basis state |pi integrates to 1 when
summing over all final states of A±1 systems.
The first moment of the spectral function defines the

so-called one-body Baranger, or centroid, Hamiltonian

M(1) =
X

n2HA+1

S+

n "
+

n +
X

k2HA�1

S�

k "
�

k ⌘ hcent
.

D. E↵ective single-particle energies

E↵ective single-particle energies are nothing but the
eigenvalues of hcent [1, 8], i.e. they are obtained by solv-
ing the one-body eigenvalue problem

hcent
| 

cent

b i = e
cent

b | 
cent

b i , (10)

and are thus independent of the one-body basis used to
expand hcent in matrix form. In fact, solving Eq. (10)
does not only provide ESPEs but also delivers Baranger
one-body eigenstates the nucleon is e↵ectively added to
or removed from. The associated basis of H1 is denoted
as {c

†

b} and is also independent the one-body basis ini-
tially used to expand spectroscopic probability matrices.
Focusing as an example on an even-even nucleus, the

J
⇡ = 0+ character of its ground state | A

0
i and the rota-

tional invariance of the system make hcent to be spheri-
cally symmetric. As a result, Baranger basis states carry
spherical quantum numbers b ⌘ (nb,⇡b, jb,mb, ⌧b) denot-
ing respectively the principal quantum number, the par-
ity, the total angular momentum and its projection on
the, e.g., z-axis as well as the isospin projection.
Employing the Baranger basis, an ESPE involves di-

agonal spectroscopic probabilities

e
cent

b ⌘

X

µ2HA+1

S
+bb
µ E

+

µ +
X

⌫2HA�1

S
�bb
⌫ E

�

⌫ , (11)

and appears to be nothing but a centroid, i.e., the
arithmetic average of one-nucleon separation energies
weighted by the probability to reach the corresponding
A+1 (A-1) eigenstates by adding (removing) a nucleon
to (from) the single-particle state | 

cent

b i.

8 This result reflects the anti-commutation properties of fermionic
creation and annihilation operators. As such, it is scale and
scheme independent as well as independent of the one-body basis
used to expand spectroscopic matrices.
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Figure 3. Energy di↵erence between the main 3/2+ and 5/2+

peaks (in red) compared to the di↵erence of the resulting ES-
PEs (i.e., the spin-orbit splitting �SO

1d , in blue). Calcula-
tions from GGF-ADC(2) are shown for the NNLOsat and the
NN+3N(lnl) Hamiltonians.

down to 36S followed by a stabilization in 34Si. The
nuclear Hamiltonians NNLOsat and NN+3N(lnl) yield
similar results, the latter producing a slightly larger split-
ting at Z = 20. This di↵erence presumably relates to the
even worse overestimation of the N = 20 magic gap by
the NN+3N(lnl) Hamiltonian.

Figure 3 also displays the many-body spin-orbit split-
ting computed from the energies of the dominant18 5/2+

and 3/2+ peaks in the one-neutron removal spectral func-
tions. This many-body splitting is strictly observable and
is intrinsically di↵erent from the one-body splitting �SO

1d
connecting centroids of the complete (diagonalised) spec-
tral functions. As expected though, the ESPE spin-orbit
splitting of hole-like states keeps a close memory of the
many-body counterpart in the removal channel for both
interactions, i.e. except for a shift up by 1-1.5 MeV, the
trend is similar across the four isotones. The shift up is
mainly due to the 5/2+ strength being more fragmented
than the 3/2+ one.

The increase of �SO

1d going from 36S to 40Ca amounts
to 2.2 MeV, at variance with the decrease of about 500
keV predicted by Mairle’s trend [18]. The latter trend is
understood within an independent-particle picture as be-
ing driven by the one-body mean-field spin-orbit poten-
tial originating from the two-body spin-orbit interaction
entering the nuclear Hamiltonian. The increase that is
presently observed has been instead interpreted as being
due to the action of the one-body mean-field spin-orbit
potential originating from the two-body tensor interac-
tion, which is expected to enhance the neutron �SO

1d as

18 Carrying the largest spectroscopic factor.

protons fill the 1d3/2 shell [21]. Present ab initio structure
calculations based on Hamiltonians naturally including
tensor interactions support this interpretation [5].

E. Stability of ESPEs

Having obtained ab initio GGF e
cent

1d3/2
and e

cent

1d5/2
, along

with the associated neutron spin-orbit splitting �SO

1d , the
goal of the present section is to gauge the impact of mak-
ing two approximations to their computation.

1. Energy cuto↵

As mentioned earlier, the direct-reaction approach to
ESPEs is restricted to the energy range accessible via
one-neutron addition and/or removal experiments. For
example, the impressive 36S(p, d)35S reaction relevant to
the physical case of present interest could reach 98 final
states in 35S up to an excitation energy of 16 MeV [5].
Arguments that the earlier (p, d) experiment 40Ca lim-
ited to about 9.5MeV excitation energy [19] did not miss
states with significant cross sections were made in order
to ensure that ecent

1d3/2
and e

cent

1d5/2
calculated in both nuclei

could be safely compared. Still, it is di�cult to determine
to what extent the missing strength a↵ects computed ES-
PEs.
Using ab initio GGF-ADC(2), the impact of reducing

the accessible energy range is now illustrated. To do so,
the one-neutron addition and removal channels are simul-
taneously truncated according to |"

±

p |  Ecut in the con-
struction of the Baranger Hamiltonian (Eq. (??)). While
the lessons learnt cannot be transposed quantitatively to
the direct-reaction approach, the idea is to gauge the im-
pact of omitting many high-energy final states carrying
small spectroscopic strengths.
Figure 4 displays the results in 36S and 40Ca. Increas-

ing Ecut , ecent
1d3/2

and e
cent

1d5/2
strongly dive down in both

nuclei as the dominant low-lying states are included in
the calculation of the centroid matrix h. In 36S, the sig-
nificant fragmentation of the 5/2+ strength makes ecent

1d5/2

readjust several times in the first 10 � 20MeV interval.
Contrarily, the single dominant peak corresponding to
the 3/2+ ground state of 35S already settles e

cent

1d3/2
at

about Ecut ⇡ 10MeV. In 40Ca, the fingerprint of the un-
fragmented 5/2+ strength is testified by a single jump
around 20MeV. Eventually, the shaded areas denote the
minimal energy range (i.e. Ecut ⇡ 25 MeV) to be cov-
ered in order to incorporate the main 3/2+ and 5/2+

fragments in both nuclei. Using a smaller value of Ecut

is empirically unreasonable as already discussed above.
Consequently, the e↵ect of further increasing the acces-
sible energy range must be analyzed with respect to the
values obtained for Ecut ⇡ 25 MeV that are thus used as
a baseline. As a matter of fact, Ecut ⇡ 25 � 30 MeV is
representative of the energy range covered by the (p, d)

imposing

ESPE non-trivially modified

∆SO more stable but also varies

⦿ Shell model restricted by construction to energy range of the valence space

[V. Somà & T. Duguet submitted]



Stability of ESPEs (II)
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Figure 4. Neutron 1d3/2 and 1d5/2 ESPEs in 36S (left) and 40Ca (right) as a function of an energy cuto↵ Ecut used to truncate
both sums entering Eq. (??) according to |E±

� |  Ecut. Their di↵erence (�SO

1d ) is also shown. Shaded areas represent energy
cuts excluding the main 3/2+ and 5/2+ fragments. Arrows on the right point to values computed without energy cuto↵s, i.e.
to the full ESPEs and �SO

1d . Calculations are performed via GGF-ADC(2) with the NNLOsat Hamiltonian.

reactions performed in connection with the physical case
of present interest [5, 19]. Similarly, the valence-space
shell model also employed to interpret the evolution of
the spin-orbit splitting computed final states up to about
20MeV excitation energy, i.e. up to Ecut ⇡ 30MeV.

Beyond the shaded area, one observes that the large
number of states carrying (very) small spectroscopic
strength19 accumulate to impact ESPEs significantly.
Typically, e

cent

1d5/2
(ecent

1d3/2
) is first driven down in both

nuclei by about 2-3MeV (0-1MeV) over the interval
Ecut 2 [25, 75]MeV before going up by about 4MeV
(4MeV) and stabilizing at Ecut ⇡ 300MeV. The latter
value is characteristics of the energy scale imprinted in
the �EFT Hamiltonian employed in the ab initio theo-
retical scheme and is thus itself a marker of the employed
theoretical scheme.

Eventually, presently studied ESPEs increase by a net
value of a few MeV (between 1 and 5) when going from
Ecut ⇡ 25MeV to Ecut ⇡ 300MeV while varying non-
trivially in between. This non-trivial evolution is how-
ever similar for e

cent

1d5/2
and e

cent

1d3/2
. This results into a

spin-orbit splitting �SO

1d that varies much less for Ecut 2

[25, 300]MeV. Still, �SO

1d increases by about 1MeV in 36S
and by about 2.5MeV in 40Ca, eventually augmenting
significantly the change of that spin-orbit splitting when
going from 36S to 40Ca.

19 Such small strengths are not visible when using a linear scale as
was done in Figs. 1 and 2.

2. Diagonal approximation

In the previous section, the impact of reducing the ac-
cessible energy range was investigated while maintaining
the non-trivial diagonalisation of the Baranger Hamilto-
nian at play within the ab initio scheme. However, a
further hypothesis built into the direct-reaction and the
valence-space shell model approaches relates to the use of
a single harmonic oscillator basis state per angular mo-
mentum. While being absent from the ab initio scheme,
such a feature can be enforced as an approximation by
omitting all o↵-diagonal elements of the spectroscopic
probability matrices (Eq. (6)) expressed in the spherical
harmonic oscillator basis. This corresponds to replac-
ing the Baranger eigenvalue problem (Eq. (10)) with the
weighted sum (Eq. (11))

e
cent

µ ⇡

X

n2HA+1

S
+µµ
n "

+

n +
X

k2HA�1

S
�µµ
k "

�

k , (14)

computed directly in the spherical harmonic oscillator
basis {a†p}

20. Such an approximation can be further com-
bined with the reduction of the accessible energy range
introduced in the previous section.
Ab initio GGF-ADC(2) results obtained from Eq. (14)

for di↵erent values of Ecut are displayed in Fig. 5. The
right-most points (red squares) labelled as “ESPE” are
reference values obtained without any approximation. In
the bottom (middle) panel the spin-orbit splitting �SO

1d

20 This approximation leads thus to omitting the di↵erence between
the Baranger basis and the initial harmonic oscillator basis in-
duced by many-body correlations.

Would be exact in direct-reaction
or shell-model schemes

Net effect of diagonal approximation:
reduction of ∆SO variation

Similar trend, but different end result
➝ 5/2+ more fragmented in 36S

Conclusions qualitatively unchanged

[V. Somà & T. Duguet submitted]



Conclusions

⦿ Notion of shell structure (& its evolution) based on effective single-particle energies

➝  Reduction interpreted as fingerprint of tensor force

○ Unambiguous procedure, but result does depend on scheme and scale of the theory

⦿ Present work illustrates dependence on the theoretical scheme

○ Ab initio (full-space) SCGF calculations

○ Application to evolution of neutron ℓ=2 spin-orbit energy splitting in N=20 nuclei

➝  Qualitative understanding of scheme dependence

➝  Approximations make ab initio closer to DR & SM

(To be taken with a grain of salt!)


