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Question 1

1. Energy deposition in LXe calorimeter: is it energy deposition for each of 7 layers or
just information about energy in the whole cluster?

Is energy deposition considered to be 0 when the track has no clusters attached?
What is the probability of cluster loss for the data events (and the full simulation)?

Energy deposition in LXe calorimeter is defined

as sum of "tower” clusters over 0.4 rad angles from track point on LXe and FSR (or

bremsstrahlung) photon.

The LXe has different electronics for strips in each layers (256x2 strips per each layer)
for towers (33x8 towers per full Lxe)

Using full information from “towers" and layers is other separation method under

development for energies above 1 GeV (using neural network).

If E deposition < 10 MeV (or no clusters) = Eq., set to 5 MeV constant value,
and respectively the PDF(E+<10 MeV E-) = constant x f(E-)
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Question 2 (from short list)
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Fig.3-4 show 2D-plots for the momentum and energy deposition methods at 2 CM energies, one where each method
work best (0.5 GeV for momentum and 0.956 GeV for energy) and the other at their limit where they do not
perform well but are still used (0.9 GeV for momentum and 0.548 GeV for energy). In the comparison with other
experiments the problematic region is 0.6 - 0.8 GeV. Need to see the corresponding plots at these energies, i.e. 0.6,

0.7,0.8 GeV.
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o Question 2

v

Question 2
Fig.3-4 show 2D-plots for the momentum and energy deposition methods at 2 CM energies, one where each method work best (0.5
GeV for momentum and 0.956 GeV for energy) and the other at their limit where they do not perform well but are still used (0.9 GeV

for momentum and 0.548 GeV for energy). In the comparison with other experiments the problematic region is 0.6 - 0.8 GeV. Need
to see the corresponding plots at these energies, i.e. 0.6, 0.7, 0.8 GeV.
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Question 3

3. Could you show the residuals for Fig. 6 and 7?

diag dp/Ebeam<0.0383279
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Question 3

Simulation have similar behaviour in residuals

diag dp/Ebeam<0.0383279
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Question 4

4. Can we see similar plots for CM energies 0.5 and 0.9 GeV?

diag dp/Ebeam<0.0602603 O 5 Gev hpp 10 nsec cut
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Question 4

4. Can we see similar plots for CM energies 0.5 and 0.9 GeV?

diag dp/Ebeam<0.0329881 091 Gev hpp
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o Question 5

5. Still in Fig. 6-7: the 1t and ee distributions show shoulders in the tails.
What are the reasons for these structures?
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emission after applied cuts on collinearity:
one photon with w energy over beam axis
—> AB (on 2 charged tracks) ~ w/E°
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2D momentum distribution from MC

Momentum PDF's ingredients from MC generators
for the momentum-based separation
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Question 6 (from short list)

o

Question 6
The 2D reference distributions contain 36 and 57 parameters treated as nuisance parameters in the likelihood fit.
Provide more information on the nature of these parameters, their time dependence, the checks with data and how
they impact the systematic uncertainty on the cross section. Is it possible to show a data-MC comparison for
individual PDFs, e.g. by applying strong cuts for one of the tracks?

Separation of ', y'y-, ee, ... final states is T e Z In

Lol e +2 N,
based on likelihood minimization: - p
Momentum-based separation:

MC generator spectra are convolved with detector response function (resolution, brems., pion decays)
36 free parameters in fit per each point
PDF(e+e-) detector response addition: brems. + 3 Gauss per axis + sigma (x-y correlation):
bO(1-p/po) P00 X (ZGauss(1/p'))
2 +8%2 +1=19 parameters
PDF(u+u-): 3 Gauss from e+e- + 1 Gauss(p) per axis + sigma (x-y correlation):
2*2 +1=5 parameters
PDF(m+m-): 3 Gauss from e+e- + 1 Gauss(p) per axis + sigma (x-y correlation) + fixed from MC form of
pion decays tails (ratio in tail free):

DB i )

2x2 +1+ 2 =7 parameters
PDF(cosmic): form fixed from clean cosmic sample selected by time of event
PDF(3m, 41): form fixed from from full MC

Nee ' Nmr/Nee, Npp/Nee, N3n/Nee, Ncosmic/Nee 3 5 par‘ame'l'er's
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Fit result

Ebeam 391.48 MeV
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s depend
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Question 6

Question 6

The 2D reference distributions contain 36 and 57 parameters treated as nuisance parameters in the likelihood fit.
Provide more information on the nature of these parameters, their time dependence, the checks with data and how
they impact the systematic uncertainty on the cross section. Is it possible to show a data-MC comparison for
individual PDFs, e.g. by applying strong cuts for one of the tracks?

Energy deposition-based separation:
PDFs is described by a generic functional form (log-gaus, etfc),
trained on the data: by tagged electron, cosmic muons

56 free parameters in fit
PDF(e+e-): (2 Logarithmic Gaus + 1 Gaus) + O-Energy probability - all per axis + fixed from MC X-Y

correlation Za; f(kiX+,kiX-)

10*2 + 1*2 = 22 parameters

PDF(u+p-): form fixed from clean cosmic sample selected by time of event, and momentum,
Nyw/Nee fixed from QED

PDF(m+m-): MIP as "2 Logarithmic Gaus + 1 Gaus, 1 shift fixed" + MIP probability + O-Energy probability

+ Hadronic tail by sum of decreasing gausses as Za; Gauss(X-(E™>-E™P)*i/n+E™P, go) - all per axis

9*2 + 1*2 + 1*2 + 5*2 = 32 parameters

PDF(cosmic): form fixed from clean cosmic sample selected by time of event, N fixed from time

distribution

Nee , Nen/Nee - 2 parameters
March-May 2023 questions list



Fit result
Ebeam 391.48 MeV
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Muon & Pion MIP PDFs are strongly overlap,
In 10 < Ee * < 100 MeV constant PDF was used to suppress likelihood systematic
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Question 6 & 19 (from short list)

Question 6: The 2D reference distributions contain 36 and 57 parameters treated as nuisance parameters in the likelihood fit. Provide
more information on the nature of these parameters, their time dependence, the checks with data and how they impact the
systematic uncertainty on the cross section. Is it possible to show a data-MC comparison for individual
PDFs, e.g. by applying strong cuts for one of the tracks?

Question 19: Tracking plots (efficiency plot?) are given for MC simulation only. Need to see data/MC

tests. The PDFs are obtained from data itself, they are not necessary to be same as in
simulation. Some features of PDF give possibility to control particle specific losses (pion
decay, bremsstrahlung loss) - given in slides 27,28.

Experimental P+ spectrum with |P- - Pmr| < 10 MeV Experimental P+ spectrum with |[P- - Pe| < 10 MeV
RHO2018 Ebeam 391.36 MeV RHO2018 Ebeam 391.36 MeV
hppexp_pipx 10° Lr _______________________________________________________________________________________________________________________ hppexp_epx
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Data/MC checks for particle specific losses

Some features of PDF give possibility to control particle specific losses (pion decay, bremsstrahlung
loss) - slides 27,28.

N events in Left+Right pion decay tails in PDF Left tail in electron momentum spectra describe
The monitoring tool to control the reconstruction radiative + bremsstrahlung loss

efficiency of decayed tracks in Data vs MC N of events of brems. part at cut P/Eteam < 0.45

i 88173 | [ /ot 719744 gives part of brems. correction (0.9% of total 1.2%)
Prob 0.1113 Prob 0.004917 =
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_ = 0.992 __ A 01D I A T D W { ) H‘ ..... }T .................................... ...............
ﬁ B g LIiLE
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S 0.99 i dd ] BT : 1. 1. - f ...............
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= 5 i : : ; i
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N events in Left + Right tails AData/MC:

Relative consistency in inefficiency ~ 2%
RHO2013: 0.0014+-0.007, RHO2018: 0.007+-0.006



Question 7

7. How are you sure that there is no double counting, i.e. the corrections applied on the
PDF don't include already some of the corrections mentioned after (like for example the
ones in Section 4.2 )?

Section 4.2 - efficiency from particle specific losses

I thinks the PDF and efficiency are two different multiplicative things:
PDFs and minimization gives how much of events of particular type in the selected sample
efficiency correction how much of events from generator pass to this datasample

* The PDF is normalized to "1" in the used momentum range,
*the dependence of efficiencies with momentum gives some modification of PDF form,

but still tails (bremsh., pion decay, from resolution functions ) are free in the likelihood fit —
effectively they should accounts for efficiencies changes in tails.
* So results of the likelihood fit will be still the number of corresponding particles in the selected
collinear sample
* Test of the separation on the MC samples gives how well the number of particular types in the
selected sample reproduced after minimization

Probably it is different from the ISR approach, where the momentum distribution represent
different M points, while in our case most of events present in peaks
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Fig.8: the double ratio Nm/N.. for the 2 methods is EPACSS E}:ﬂ _me:g;g | E}bﬂm mejjﬁifggi
fitted between 0.6 and 0.9 GeV and found to be 2 0.0ak | 1 e T
consistent with 1 within 0.2%. The fit is dominated by gﬁ 1 " Covare ' E
the large statistics at the p peak while uncertainties R " l fl
are much larger in the tails. Is it reasonable to quote a  ZF o r Laf L
constant systematic uncertainty on this ratio of 0.2% l 1" I il
throughout the range 0.381-1 GeV? el I t

—0.04f -} !

0050300 30 a0 450

Beam Energy, MeV

The Logic is Possible biases are checked on full MC - systematics are estimated
different: independently per each separation method.

Comparison of different methods gives the additional cross-check and ensure us,
at least at central region, that 0.2% systematic uncertainty estimation is safe.
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Question 8

The separation biases of likelihood =Tl =cd Separation M

minimization was checked on mixed
samples of full MC

21 D12+ F—— F—— 12 / ndf 11.23/9
B Prob 0.2604
1.01 '_} ........................... .................................. .................................. p0 1.002 + 0.0003804

1.008 _ _________________________________ _________________________________ __________________________________ __________________________________
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precision per point is low ~2-7%
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1.004 :_m, -ed---dﬁ-’r-a----é----- ............... l‘ .......... e J: ............................

100 independent mixed data 1_002:_.__} ___________________________ _______________ Lo B {ﬁ .......... o ]lel _______________ Lo ..
samples were produced: S % _________ A T ____________________________ T __________________________________
Nrm/Nee> ~ +0.2% o — A R R
<Npp/Nee> ~ +0.2% S S S S S
160 180 200 220 240 260
Beam Energy, MeV

At /s < 0.381 GeV, the detector was operated with reduced magnetic
field B=0.65T (1T) instead of 1.3 T - there is not enough data for
cosmic PDF determination = systematics 0.5%

At lowest points stronger cut [tevent-tbem| < 10 nsec to suppress

cosmic events was applied
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Question 9

9. Show a blow-up of Fig. 8 in the range 0.7 - 0.82 GeV
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Question 10,11

10. Please show systematic uncertainty for the two separation methods (track, cluster) as
a function of CM energy

11. The results of the 2 methods are averaged with weights given by their systematic
uncertainties inverse squared. Show the plot of the weights as function of CM energy..
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Question 12

- = w0
& i
%

9. et+e- - vy (with one photon converted to e+e-, where one of the e+- takes most of the

energy) can give a tiny contribution to the test sample. I guess it's pretty easy for CMD-3

to suppress such events, but this contribution
At Ebeam 391.48 MeV

cannot be exactly 0.

yy / e+e- cross sections (6>1rad) 141./761.5 ~ 0.19 <0.3% effect

Vacuum tube X/X0 = 0.0072
Agee2 (0=11/2) = 0.395 rad - deflection of e+e- tra
Test sample selection: ||| - ¢2| - 7| - Age | <

cks in magnetic field
0.1 rad, ( min(0.05,Age/4) )

Only two back-to-back clusters, momentum selection, ....
vy (or with one y-conversion) additionally suppressed by collinearity cut on clusters

%10° E391.48 MeV

250

+- 0.1 rad
e+ (24

150

From e+e- = yy (at 391.48 MeV) simulation "

Effect on 1-track test sample ~< 10-¢ -
on double correlated ineff ~ 10-3

hdphivsthall_py

Mean

2.749301e+07

- All events/clusters [
200,:_w|1-h0uTanyszlec1-lon ................ ..............

0.07313

Std Dew 5434
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o Question 13 W%

13. Fig. 11-12: what is the CM energy?

Ebeam 391.48 MeV | RHO2013, Ebcam 381.48 Me¥
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Figure 11: Test event types selection for efficiency Figure 12: Event inefficiency due to N, ;s selection
determination. with polar angle of event.

Ebeam = 391.48 MeV, RHO2013
when 4 layers in the middle were off, Nt inefficiency for

March-May 2023 RHO2018 3-4 times less (on edge and in good region) S o list



Question 14

14. Fig.12: Are the differences between mrt and ee at the edges reproduced by Monte Carlo?

data Yes, it is. simulation
E391.48 MeV, RHO2013 E391.48 MeV, RHO2013, sim
oy 1 Fry I +
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Question 15 AL O}

15. Fig.15: Is it possible to see the corresponding plot for the mtrt efficiency? Why is there a
large scattering of efficiencies on a scale beyond the error bars?

Wl‘rhou‘rZG br'ems __Without Z6, br‘ems
> [ : : : : o | .005
g : * 8 | . F{HO2013 g : 12013
.5 0_998 :_ *** *i ) * e'l'e— ] F{HOQ{HB :§ 1 ..................................................................
LI B ook
E v 0.995 b R | e R
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e L 1 I -
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0'9925 0.98}
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0.98aL _noise: candition .. . 0,970 Lt L
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Beam Energy, MeV Efficiency without particles specific losses /s, GeV
Changes of efficiency is because of the detector g,1-005F b < RHO2013
R - 14 RHO2018
conditions 15 Hh}lw}i' '1”’*; LOW2020
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3 - C T+TT- e+e-
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Weak cuts

Nhits >= 10 = 8, x2 < 10 = 20, | Ap| < 0.3 = 0.6 cm

Without Z,0, brems
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Question 16
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Beam Energy, MeV

16. In Figs. 15 - 18 there seem to be very significant structures in the efficiency corrections
(i.e. very significant differences between neighbouring points ). What are these caused by?

Maybe some fast time dependence?
Without Z .8, brems
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©

w

@
[

TF trigger 2n efficiency
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0.995b——

Figure 1T:
for the 77~ events.

Changes of efficiency is because of the detector

conditions:

Noise, Amplitudes on wires (depend on Pressure, HV

tuning, gas), thresholds to deal with noise levels, ...

RHO2018: above w was with high level correlated

noises
Everything can depend on per day bases, person shifts....
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The “charged” trigger (TF) efficiency Figure 18: The “neutral”/trigger (CF') efficiency for

the m l T events.

Part of the 2013 data were collected
with a higher energy

deposition threshold in the Cluster
Finder Trigger
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Question 17

17.In Fig. 17 a few points seem to have efficiencies larger than 1. What is causing this?

TrackFinder 2m efficiency Having two “independent” triggers allows to study an

> 1.001 efficiency of certain one by requiring that other

c B .

R ' presents in an event:

= - 1E :

o - l{ f trig ( ) ( rec rec )

& 0.999f p erp =N rpgcr! Nep)/ | €rp g ox! €cr

g f , | \

o ~ \

= - ;o oweo Efficiency correction
0997 f <1 accounts for correlation
0.996[ via time response
0085 Can statistically variate in

Beam Energy, MeV o . .
the efficiency determination

For example for 305 MeV point:

> 1 value in the ratio ecr/evrer comes from correlated inefficiency component.

This inefficiency is obtained without good track requirement,

This test sample has high cosmic background, and the number of beam related signal events
calculated from Z.usters distribution fit = converged slightly differently in the different

samples
March-May 2023 questions list



o Question 18 (from short list) AL %

18. Tracking: clarify the separation made between ‘base efficiency’ (track selection cuts) and
inefficiency from sources specific to particle type (decay, multiple scattering, bremsstrahlung,
nuclear interactions).

The efficiency analysis is based as much as possible on data itself.

The test sample for efficiency study was selected by 2 collinear clusters in calorimeter.

Unfortunately it is doesn't cover the full data sample used in the particles separations.

Some events, when second cluster is not present, are not taken into account in test sample.

Test sample covers only ~30% of pion specific inefficiency (from ~2%-pion decay, nuclear interact)
~ 5% of electron specific (from ~1% - bremsshtrahlung)

Also some of inefficiencies like cuts on Nhits, Z,, resolution in 6 are studied separately

Particle specific losses were taken from full MC (and controlled by data).

This corrections are applied as for full m+m-, e+e-, ... data samples used in analysis(added),

as also for each specific test samples used in efficiency study (subtracted to exclude
double-counting).

March-May 2023 questions list
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o Question 6 & 19 (from short list)

Question 6: The 2D reference distributions contain 36 and 57 parameters treated as nuisance parameters in the likelihood fit. Provide more
information on the nature of these parameters, their time dependence, the checks with data and how they impact the
systematic uncertainty on the cross section. Is it possible to show a data-MC comparison for individual PDFs,
e.g. by applying strong cuts for one of the tracks?

Question 19: Tracking plots (efficiency plot?) are given for MC simulation only. Need to see data/MC tests.

The PDFs are obtained from data itself, they are not necessary to be same as in
simulation. Some features of PDF give possibility to control particle specific losses (pion
decay, bremsstrahlung loss) - given in slides 28,29 of the TI talk.

Experimental P+ spectrum with |P- - Pmr| < 10 MeV Experimental P+ spectrum with |[P- - Pe| < 10 MeV
RHO2018 Ebeam 391.36 MeV RHO2018 Ebeam 391.36 MeV
= hppexp_pipx 108 hppexp_epx
10° E_leﬂ"rcul __________ Eites o E Entries 2577971
- \t TCl” 105 lef'r'rc“l _______________________________________________________________________________ 11 I
1 04 R L T 4 B —_— I
S nstrycted msstrahlung+rad.cor. ;
i tgck 10 T e o
= for anaIyS|s
T A K N B [ e A s~ 15 S
1 D - et without. W N i T aan ] T e N L
= Radiative cor'r'ec’rlon
1 ;_.I L e (T e e Nt el LT Tt : 1 0 ] 1 ] [ ClomplonenT | ] ] ] 1 ] “ ] ] (=
0 0.2 0. . o 0.2 0.4 0.6 0.8 1 1.2
“Momentum/E, Momentum/E, ., +

beam
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Data/MC checks for particle specific losses

v

Some features of PDF give possibility fo control particle specific losses (pion decay, bremsstrahlung

loss) - slides 27,28.

N events in Left+Right pion decay tails in PDF
The monitoring tool to control the reconstruction radiative + bremsstrahlung loss
efficiency of decayed tracks in Data vs MC

72/ ndf

| | Prob
2 o

a8/73 | [ %%/ ndf
0.1113 | | Prob

71.97 /44
0.004917

1.6
145
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Relative consistency ~ 2-3%
N events in Left + Right tails AData/MC:
RHO?2013: 0.0014+-0.007, RHO2018: 0.007+-0.006
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Left tail in electron momentum spectra describe

N of events of brems. part at cut P/Etean < 0.45
gives part of brems. correction (0.9% of total 1.2%)

Pcut(>0.45E) brem efficiency

e ot e
g L)
q.f \ N
< »
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Question 20

20. No systematic uncertainty quoted for tracking efficiency resulting from data/MC tests,
however overall efficiency inside fiducial volume is 94% (2018), 87% (2013)

Indeed it is: Bremsstrahlung loss 0.05%
Pion specific loss 0.2% - nuclear interaction
0.2% (low) - 0.1% (p) - pion decay

"Base" efficiency is obtained from the data itself, it is not necessary to have data/MC
tests for them. Consistency of procedure was tested on MC samples.

Particle specific inefficiency is calculated with help of MC, and data/MC tests were
performed as it was discussed in Question 19 and Slides 28,29 on the TT talk (27.03.23)

(https://indico.fnal.gov/event/59052/)

March-May 2023 questions list
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Z vertex cut inefficiency

nimt inefficiency 94% (2013), 87% (2018)
comes from Z vertex cut |(Z* +Z )/2] <5 cm: 97.0%(RHO2013), 89.2% (RHO2018)

And it comes from leng’rh of beams, which are same for e+e-/m+m-
dz

hdz

: Entries  4.671283e+07

X

'y

o
w

x10° : : : _ | hz

200 : : o

1000 _— ] _ ................... _ _ _
100,__ ....................... .................... ...................... R— B | : | J | L | | |
:I 11 1L 11 L1 1.1 _I L1 1 I L1 1 1 I L.l L 1 I L1 1 I 1 L1 I LA 1 1 I L1 11 I L1 11

o950 5 0 5 10 15 T2 D A N

ZEVEI'EI:IE" cm A ZI cm

size of the beams interaction region 0ozsean = 3.04 cm To be exact:
detector related Vertex resolution ozix = 0.22 cm Detector related effect< 0.5%
— detector related effect on efficiency ~ (0zvtx/Ozbeam)? €ee /€ —1 < (0.05 = 0.10)%

1 - Er'f( GZbeam/5cm/f2)/Er'f( '[(O'ZZbeam+0'ZZvTx)/5cm/f2) ~ O.lo/o

Difference between e+e-/m+1m- even smaller
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Z vertex cut check
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Question 21,22

21."Not all of such lost events were included in the test samples and were accounted for in
the efficiency determination described in the previous section”. How are obtained these test
samples?

22. “The already accounted part of this losses for 1t events is about 30% at p resonance
energies, ee 5% and pp less than 10%.”. What the “accounted losses” do refer to?

Section 4.1 of the arxiv paper, Slides 24 on the TT talk (27.03.23)

March-May 2023 questions list


https://inspirehep.net/literature/2634277
https://indico.fnal.gov/event/59052/

Efficiency

| Assuming independence of Calorimeter & Tracker,
Using the "test” sample based on LXe information:
two collinear clusters are detected + one good track
gives possibility to study track reconstruction
= inefficiency
;1 ggz% ) o i;eg%ample ._
uEIgOOE = 10° A
L 700Esp et Event type is tagged by
350" "- energy deposition and momentum of good track
X 500

10 The "test” sample includes only partially some specific
losses (when second compatible cluster is not produced):

1 pion decay, nuclear interaction, .. (~30% ineff. accounted)
electron bremsstrahlung (~5% accounted)

360 380 400 420 440
good track- momentum, MeV/c

N.B. Correlated inefficiency study was also performed

March-May 2023 without requirement on detection of one good track questions list
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oY Question 22 UL

v

22. “The already accounted part of this losses for 1t events is about 30% at p resonance
energies, ee 5% and pp less than 10%.”. What the “accounted losses” do refer to?

After nuclear loss, pion decays, bremsstrahlung: it is not always present
second collinear clusters (or just two clusters in calorimeter), etc
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in efficiency test samples

Some of events with particle specific losses are
presented in test samples for efficiency
determination and it is already taken into account
in the "base” efficiency, Nhits efficiency, etc.

To exclude double counting, such inefficiency
should be subtracted.

(Or it should be applied correction for
total-"accounted"”)
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o, Question 23

= |

23. How the sample with “subset of events with no any listed above processes” are obtained?

The particle specific losses are extracted by using the full MC simulation of the
detector. The corresponding correction is taken as the ratio between the full
efficiency obtained in the MC simulation and the efficiency obtained with the subset
of events when no any mentioned above process is happened in the tracking volume.

Subset of events with no any listed above process are selected according to
the geant4 information: it should be no vertices with pion decay, nuclear
interaction, brems. losses and etc inside of the DCH

IIMC
Eparticle specific losses( PSL) __ gf !
" MC events whenno PSL verticies inside DCH
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Question 24

24. Pion interaction losses: assumed nuclear cross sections in GEANT known to 20%, leading
to quoted 0.2% systematic. Do you have a check comparing distributions of data with MC?

Nuclear interaction loss comes mainly from interaction on the beam vacuum tube and the DCH
inner wall. It is doesn't depend on detector conditions.

Material description in the full MC is cross checked by bremsstrahlung loss correction (slides
36,37 for Question 19, or slide 29 for the TI talk), and it gives consistent thickness of material
between MC/data at <5%.
The 20% uncertainty comes from Geisha/Fluka comparison by CMD-2 and comparison with data.
So I rely also on this knowledge.

4 - %@& total
- N ) « decay
20.025_ £ F ~hadronic inglastic
‘a - % 3, « hadronic elastic
N dE/dX, MS on inner tubes
0.02F - Mo
i t, .y %
0.015} ‘8 gt
r . E&
0.01F 4
0.005 o g -
B % y :
G: Lt “.“I o '::“”*ii‘i i '.:_._I.'lf-__u'.na_._:-l_:.k il .;. i
300 400 500
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600
Beam Energy, MeV

Indirect data/MC comparison with zero energy
deposition in LXe of pions ~ 20% compatible
(Question 1) - in data nuclear interaction is higher

Hadronic inelastic loss ~0.7% at p

20% estimation is not far from BaBar, KLOE
experience for cumulative MC/data effect
0.5% at 1.7%

0.3% at 2.5%
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D Question 25
25. Pion decay losses: large effect even at p peak (1%) limited test from momentum

distribution, but affects tracking, momentum, energy deposition, 0.1% quoted systematic.
How well is the “decay” correction known?

Yes, it is known with 0.1% systematic precision.
Main problems comes from detectors related conditions on reconstruction of decayed
tracks.
Number of decayed track is controlled by number of events in momentum tails (or by
other words reconstruction efficiency of this decayed tracks).
Relative consistency <2-3% between data/MC - <0.1% systematic precision of correction
Other check by “"weak" cuts (slide 31): Nhits >= 10 = 8, x2 < 10 = 20, |Ap| < 0.3 = 0.6 cm
Pion decay correction is smaller by factor 2-2.5, just 0.3-0.4% at p peak
Formfactor consistent with A|F2|/|F?| : RHO2013: 0.04 +0.01%

RHO2018: 0.01 +0.01%

N in tails in momentum distributions are free in the momentum-based separation.
It doesn't affect the energy deposition-based separation: no any knowledge on such

events is necessary for PDF construction, moreover decayed events give same “"MIP"

signal as not decayed mm events
March-May 2023 questions list
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Question 26 (from short list)

- »

26. Two generators used (MCGPJ, BabaYaga) NLO+NNLO approximative with some
differences found for ee: give more information. Does it affect also the pp and it samples?

Please see more details in: https://agenda.infn.it/event/28089/contributions/147298/
Yes, py+p- and m+m- differential cross sections have also some uncertainty

gre-.

Integrated cross-section is
consistent at the level <0.1%
between generators

L+
Integrated cross-section is
inconsistent up 0.4%

BabaYaga@NLO, KKMC, etc - missed mass
term in FSR (arXiv:hep-ph/0505236)

March-May 2023
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‘@ MCGPJ vs BabaYaga bhabha P+ vs P- spectrum:

Differential over momentum spectrum comparison

£ Entries ?E:asaﬁ?ams 7 Ebeam 391‘48 Mev
i, (1 B i ——
8
a
0.8 T __________________________ ______ |
06 gl S R S B i B
0.4 i :-:"?_
02 .......... ! ......
| 10 3
Q
=
ONERES05 W BN | 06 RPi0c & 2
P-iEbeam :’;u-
MCGPJ last improvement with jets angles 8
reduce discrepancy from x1.6-3 to x1.1
Momentum spectrum still disagree at level ~ 10%

Tails comes from e+e- = e+e- yy , NNLO order
Very desirable to have more precise generators

Such discrepancy gives ~0.1-0.2% systematic for m+m- at p-peak using momentum analysis at CMD3
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Differential cross section effect on form factor

7

Differential cross section knowledge is Difference of MCGPJ vs BabaYaga@NLO
necessary for momentum-based separation Cumulative fr‘om ere- and H+H- spectra

(not used in energy deposition separation)

Effect ~ 0.1-0.2% at p-peakf/”****"*””””
Effect comes when momentum peaks
from m+m- and e+e- become close

. Ebeam391.36 MeV EE
10 : T ore £-0.015
105 ’JJJ’LLLL U"‘U‘_I'HJ—LLL
;ruf Lafr' HL 0.07
% _r,..-n“"'rrr'r'r ! i '
o
el 3
3 -
rr"ﬂf'f' < —0.01
102/;|m 8 -
0.8 0.85 0.9 0.95 2] 1.05 3
(p*+p’)/2/Ebeam 3——;, ~0.02
-‘-z‘-ﬂﬂ

Important here soft photons radiation
distribution: z
Looks like BaBaYaga@NLO approach with

iterative photons generation gives better result
March-May 2023

= 0.005

|

5 055 0.6 065 07 075 08 085 0.9

(5, Gev
i H%ﬁ%ﬁ4
"
fidye,
F p+u- cross section I ml

0.3 0.35 0.4 045 0.5 055 0.6 065 0.7 0.75
Vs, GeV

u+u- effect
<0.05-0.1%

u+y- effect
~1/4 -1/3
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Question 27

March-May 2023

diag dp/Ebeam<0.0383161

With original MCGPJ version

hppexp_diag

Entries  1.428108e+07

Mean 0.9503

Sid Dev 07188

10°F

: 330-409 MeV /\f \
105_5 dditionally

: ed by 10 \
10°E - \
10° =

L 92
(p*+p’)/2/Ebeam

hppexp
Entries  2.316471e+07

27. A problem is mentioned for the momentum distributions with MCGPJ. Please show Fig. 6-7
using MCGP]J.

E i
21.2
w L 4
£ 10
]
& ;
£0. =10
o =
= .
E 102
10
6 08 o7 btk
Momentu hppexp_py
: :F Entries 72965
’ B Mean 0.9549
0 Té Std Dev  0.08434
(o

R s
S

10°g 3 .
I L
- 1

10 E R ﬁ!‘h |
. T .
- I 't

1 Ijl" poties -J[ 11!
E.."-- | .::::f.:;:;:'!| :
. 0.9 1 1.1 1.2
Momentum/E,___ -

(-L+1L puD -2+2 JO SUOI||IW QT ~)
Ubds €T1020HY WOd4 SLU2A2 ||y
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Question 27

b

diag dp/Ebeam<0.0383279 hpp
@) 10° i 105;— ‘P\‘
g | LA
S | °F "/
E }% | M 102 L i // ,// }'t\
S R S o P N
1.2 0.2 0.4 0.6 0.8 1 1.2

(p'+p)/2/Ebeam Momentum/E, ., +

1))

o -

o)) -

g 105§—

5 ; I\

c— 104? i

e i /f X\

+ 10° -

= | s ' / \‘t\

|_7 102 _ !'.l_-///f 10 "\*%ﬂl

a | i f i N

S | AT T N@‘M‘” pd A

= ' T2 02 o4 ‘o6 o8 1 = 12
(p*+p’)/2/Ebeam Momentum/E, . +
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Question 28

28. The problem is claimed to be partly cured by introducing an angular distribution for the
photon jets. Is this physical? Wouldn't you expect different angles for each extra photon?

Yes, it is true. It is an approximation.
MCGPJ doesn't have separate extra photons:

There is only jets per lepton with summed energy according to the structure
function, or one hard photon on large angle.

Probably this is the reason why BabaYaga@NLO works better:

For momentum-based separation, important difference comes from soft
photons radiation region (when momenta of e+e- and m+m- start to be close) -
many photon radiation plays role.

Looks like BaBaYaga@NLO approach with iterative photons generation gives
better result to describe this soft region.
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oY Question 29 UL

29. It seems to affect measurement only above 0.75 GeV for pions, but above 0.4 GeV for
muons (Fig. 20, also 1.3% difference quoted p. 36, 10 x larger than the statistical accuracy). In
Fig. 30 the agreement is with BabaYaga. Yet MCGPJ is used for pions. Please clarify.

Using BabaYaga@NLO Using MCGPJ
bt ; ; ; ; 22 [ ndf 61.432 / 50 a 1.1 %2  naf 95.116 /50
bg-I v - : : Prob 0.12889 bo‘] 08 = P(;ob 0.0001246
-;‘ . : a ('Y f. o P | po 1 .001 7 i 0.001 5792 :_;‘ - : p 1 .01 27 i 0.001 5879
;11 _05' NUU/ Q“ED g +§1 -05: l l %
=58 C i = = * 5
.21-04: % ,;1;1.04: i ' l & Il ] i 5
+01 02: ] . l" 4 1 l 1 L tﬂ_-’,1 -02: l v b I 4 F' PR
= Vet IfL:¢ 2 l * Z &} = i : 5 % T
e 1=+ ! * 2T 1UR TERINS +' .......... g B i D b S | o] IF. [t ”
E 1 L | 1 ! iu b b ‘ I E | + L t r " t“ 1 1
0-98 : L & r 9 ! l i 0_98E o B . l ; [
095; . _95: ...................
0.94; 0.94;
0_92; 0.92;
03305504 04505 05 06 065 0.7 075 "837055 0.4 70.45 057 055 06 065 07 075
E‘ Gev E-. GeV

I was tried to answer for same question on Slide 49 (questioon 26):

The effect in the momentum-based separation comes when peaks of m+m- and e+e- start to be close. Momentum
peak of m+m- stay on tail of ete- momentum distribution and description of this e+e- tail plays role. For example
effect on the N,./N..ratio from momentum distribution of pu itself is 1./4-1./3 less than from e+e-. Same can be
expected for m+m-.

Also I tried to use m+m- momentum distribution from Phokhara for PDF construction (next few slides)

— effect only 0.03% of |Fx|?on Ebeam = 391.36 MeV point.
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o Questions 30, 32 (from short list) WES

v

Question 30: How can you justify a 0.2% error for the mm mode in MCGPJ given the large uncertainties seen for the
Bhabha mode?

Question 32: The RC are large +8% at 0.9 GeV and -9% at 0.7 GeV. What is the uncertainty specific o this analysis,
from the used generators. The number 0.2% quoted is for the integrated cross sections (‘declared’ by MCGPJ
authors) , but apparently not listed in Table 2. Also what about NLO+HO differential cross sections? Need to be
clarified. - - -

N.B. Integrated cross section in Bhabha mode was L
always consistent between generators at ~ < 0.1% g

0.2% from MCGPJ is listed in Systematics Table 2:

IIIIIIIIII-I_I_

Contribution

0.2% (nta” Y ® 0.2% (Fr, /5 > 0.74 GeV) @ 0.1% (ete™)

+8%/-9% wave comes from FrandISR —« — |

Uncertainty from different F. parametrizations is %4

second part in radiative correction uncertainty 0.4 0.6 0.8 1 1.2

-I-IIIIIIIIIII

Differential cross section doesn't affect energy deposition-based separation.
Looking on Nupu/Nee in momentum-based separation, the effect from nm spectra probably is smaller
than from e+e- spectra (0.1-0.2% at p)
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TUTT generator

For w mode
Unfortunately only MCGPJ available with declared 0.2% precision (for energy scan
experiments)

Phokara and BabaYaga 3.5 are incomplete at NLO level for energy scan mode:
there is no FSR

Very desirable to have new precise generator with above sQED which will cover ISR up to
Ey=0

The table with applied radiative corrections in this analysis is part of arXiv submission,
It will be useful for cross-checks if new generators will be appeared.

Some cross checks to compare MCGPJ/Phokara were performed
AT Ebeam 391.48 MeV point:  If to use Phokara momentum spectra for mm PDF instead
of MCGPJ —>0.03% difference on F+

March-May 2023 questions list
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G’t,

MCGPJ/Phokara R ¢

v

ISR and Fr cross check  MCEGPJ with FSR off, , |
Phokara 10 with same |Fm| as in MCGPJ, additional VP off

0.003

0.002

0.001

PhokharaFSR; -MCGPJ no FSR _
6211 total /o 1

-0.001

-0.002

-0.003

¥2 / ndf 5955 / 208
K Prob 0
S B 0008352 4 B 560008 | e,
S T D I I
200 300 400 500 600
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Beam enerqv, MeV

0.001
0
-0.001
~0.002
-0.003
€'-0.004
-0.005
-0.006

R;GMCGPJ no FSR -1

PhokharaFS
cuts

2

T in

= 2/ ndt 3153/ 208
: .................................................................................................... PrOb 0
= : ol | PO -0.0003267 + 1.691e-05
SN I T E T T
200 300 400 500 600

Beam energy, MeV

Cross section is consistent at ~0.05% at p-peak

(at ph

i > 0.250/0)
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MCGPJ FSR contribution

With Fpi=1 FSR is consistent with

analytical formula at < 0.05%

|F?|=1

0.018 -+

n/Gnn FSR -1

0.016f
MCGF

FSR
total 2,

J(with ISR)

co.014 %

0.012f

FSR

(formula)

0.01f

0.008}

kg
* % %

T200

107 |F|=1

300

Ll
400

500 600
Beam energy, MeV

e
[=-]
TT1

i

e
[+)]
T 171

t

o
>

W

o
N
T[T TT] 71T

Orot 2/ 0™ FSR/(148.5) -1

=)
UL L

| |
o ©
£ N

1

P
ﬁﬁ‘@ﬂfﬁl T

200
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300

a0

500 600
Beam energy, MeV

With full formfactor behaviour
it is different because of ISR return.

Looks reasonable
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Crross
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7 Question 31

31. Why quote a systematic uncertainty on the RC only from form factor parametrizations in
other experiments, since the iterative procedure uses the CMD-3 data and so should be self-
consistent?

Effect on 2 radiative correction from
different |F|%: parametrizations

. . M C
Not only, it is also with CMD3 form (over different datasets)

factor parametrization. The plot on

radiative correction is shown as relative 81 02':;;
to CMD-3 case. 552 0:0062
The radiative correction itself is taken < 0.004F
from CMD-3 parametrization - so it is < 0.002L
self-consisten. = s
-0.002f
Yes, quoted systematic uncertainty is —-0.004¢
estimated by looking on different =HQosE
datasets (like theoretical view above B
different experimental measurement) O oA G i 12
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Question 33

on radiative correctlon

33. In Fig 21 would be possible to distinguish the different sources of RC (ISR, FSR and VP) for
the three sample (ee, py, i) also when Babayaga@NLO and MCJPG are used (for ee, pp)?

Using MCGPJ

D,

_________________________ (1+5);(1+5F“-1)¥
_________________________ (1"4‘8}'!‘(1""' noFSF[}**W

¥

1.1

1.05

up radiative correction

0.95

0.9—

%

........................... (1+5)'f(1HDVP)

___________________________ KCLIC ST R L S

*

For e+e- it is no separate formulas without FSR in the MCGPJ generator.
Effect from the VP is much smaller as t-channel dominated.
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Yo Question 34

v

34.In Fig. 2 the BaBar statistical uncertainties within the enhanced bin sizes are probably computed using the published
statistical covariance matrix, accounting for the (anti-)correlations between the original bins. Can you please confirm?

If that's the case, please note that this matrix includes both data and MC stat uncertainties (e.g. from the unfolding),
including also the uncertainty from MuMu luminosity, from background subtraction and from data/MC corrections.

Do the values of the statistical uncertainties for the other experiments include the statistical uncertainties from the
background subtraction and from the other corrections that are being applied?

>
= 0.07

3

£
=
o

IIIt!FII|EIII|FI!I|IIII[I1II|I!III

A olo,, per20 M

0.01

[==]
(]

2 from
the CMD-3 data in comparison with the CMD-2,
BABAR, KLOE, BESIII and SNDQVEPP-2000 re-
sults. Integrated statistic over 20 MeV bin is shown.

Figure 2: Relative statistical precision of |F;

March-May 2023

Yes, it is taken as sum over the published
statistical covariance matrix.
Same things are for KLOE and now BES.

(BES in arxiv version occasionally was using diagonal values from last
paper - but it was assumed previous publication without cov matrix)

CMD2,CMD3 and SND2k are using statistical
uncertainties of |Fr |2

So this is full Luminosity+Analysis related
stat. erros as it was mentioned in the caption.

P.S. What is addition to pure luminosity
statistics? Is it quite different?
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o Question 35

35. The fact that the value for Nmtrt/Nee is consistent within 0.2% between angular fit,
momentum and energy separation does not automatically imply that the systematic
uncertainty is <0.2% if there are correlations between the methods (for ex. angular distribution

and momentum separation, both using only tracks). Please justify.

Sure, even two uncorrelated statistical values can be statistically at same side

The Logic is Possible biases are checked on full MC —= systematic biases are estimated
different: independently per each separation method.
Comparison of different methods gives the additional cross-check and
ensure us, at least at central region, that 0.2% systematic uncertainty

estimation is safe.

March-May 2023 questions list



o Question 36

36. Since 0.2% is quoted for the range 0.381 - 1 GeV can the test be repeated below/above the
restricted 0.7 - 0.82 GeV range used in the test?

For sum of /s =0.7 - 0.82 GeV points
by momenta in DCH: Nz /Nee = 1.0193 +- 0.00030

— = 7 g8 Taken as central
by energies |r} LXe A Nm /Nee i -0.09 +- 0.0Z:l /o 25 most important
from ’rhe‘rg wu’r.h free dA: = -0.20 +- 0.12% : energy region on
with fixed 8A=0: = +0.21 +- 0.07% S k
. ] = peak of p
consistency at ~ 0.2% &
7 0.06r P "o [| Fob “piea
510.04 I ;Hm B g
% 1 Lowz2020 1 E
“Hz--go.oz1 T l fl[? Point by point average A Nux /Ne. (E/P -1)at
2 ol | ! "l i i',, | 0.82-0.95 GeV 0.06+0.23%
AL i Al 07 -082  -0.116:0.027%
o 1 0.6 -0.7 -0.09+0.09%
YV !
RO e o i b L N.B. mometum-based separation corrected for

Beam Energy, MeV bias according to MC
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Question 36

Average number of events:
0.82-0.95 GeV

P-based . N /NEEI012780280100077 e e Ui et losecll
E-based A Nm /Nee=  +0.72 £ 0.29% s,

) +2.06 + 0.69% Should be compared E/6

0.6 -07 GeV

P-based 0.41816 + 0.00033

E-based -0.31+ 0.12%

6 +0.47 + 0.52%
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o Questions 37,38

37. In Fig. 28 right there seem to be some structures (i.e. oscillations) in the shape of 5|gma(mu mu) / QED, Whl|e
the chi2 fit is also not sensitive to these structures (i.e. one can obtain a good chi2/ndof even in presence of
significant oscillations on sub-ranges). Has the significance of these oscillations been quantified and has their
source been studied? It seems the fit in this figure is also not performed on the full sqrt(s) range.

38. What is the difference between the sigma(mu mu) / QED plot in Fig. 30 and the one in Fig. 28 right ? The
above-mentioned oscillations seem to be absent in Fig. 30.

Full analysis workflow was checked on From data
mixed full MC data samples
a 11— ®* { ndf 63.042/52 o 1.1 %2 [ ndf 61.432 /50
;011 08 , i Prob 0-14036 g  F Prob 0.12889
2198 Reconstructed O(\H+ P°) 1.0028 + 0.0015643 £1.08F po 1.0017 + 0.0015792
71.06F 21.06F
e .f1.o4f ! ‘ H T1.0af N../QED o E A}
"@1 02: F h l | 'nl ‘r "31 02: 1 uf ) I l ' k ; -@
. — 1 = [ ] . b ’ e 1 - l 1 4 b £
.m 2 = 1 ] ;' = 3 TL b 1 '4 © - 1 T ] )i l. p Iy l 1 g w
LE 1E I{ I 5 T | if ' ] I{ ...... . 1E * ] i “F‘ [ 'y 1% O
0.98F 5 4 0.98F |- 1] -1 ! 1 I
0.94 0.94
0.92; 0.92;
083035 0.4 045 05 055 0.6 065 0.7 075 083035 0.4 045 0.5 055 0.6 065 0.7 075
Vs. GeV {s, GeV

Fit in 0.55-0.62 GeV: 1.0138 + 0.0043 Yes, fit performed up 0.7 GeV as I limit itself on
Can be just statistical fluctuation this energy, above of this it is shown for the
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Question 37,38

Full analysis workflow was checked on

mixed full MC data samples

-

0.96F
0.94F
0.92F

%2 I ndf
Prob

63.042 /52
0.14036

f—ReconsTrucfedo(uw-)

p0

1.0028 + 0.0015643

03:

3 035 04 045 05 055 06 065 07 0.75

Vs, GeV

Fit in 0.55-0.62 GeV: 1.0138 + 0.0043
Can be just statistical fluctuation

March-May 2023

f(G““fGee)

MC gen
ee

/N

MC gen
b

Number of events on the generator level

in selected cuts

R

1.08
1.06
1.04
1.02
1
0.98
0.96
0.94
0.92

48.981 /52
0.59335

1.0002 = 0.0012455

0.gbtmo b bl

3 035 04 045 05 055 06 065 0.7 0.75

ys, GeV

Fit in 0.55-0.62 GeV: 1.0062 + 0.0035

Maybe also can be seen some oscillation...

questions list




. Question 39

39. Would it be possible to have a prescription for the treatment of the systematic
uncertainties in phenomenological studies? Are all the sources to be treated as independent
between each-other, while each of them is fully correlated across the phase-space?

We assume that the systematic error is 100% correlated between points.

The biggest effect comes from the detector related source (fiducial volume).

This can depend on detector conditions with time. Further, the corresponding value of the systematic
error can be the same (in the correlated way) between different energy range regions or it can be
somehow different.

We cannot guarantee one of these scenario.

In my opinion the best way will be to treat systematic uncertainty in most worst case, which should
depend on a particular application.

For example, for the a, integral: the total systematic errors should be treated as 100% correlated
(gives biggest contribution to the systematic uncertainty of the a, value).

But it should be also considered possibilities (for systematic studies of final value) with reduced
correlation between lower/middle/upper energy ranges.

By other words, the uncertainty of error correlation should be also taken into account into each
specific application.
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- Question 40 W

40. Section 6.2: What would be the agreement if one uses only MC samples (without
additional data/MC corrections)?
(Section 6.2. Particle separation based on polar angle distribution)

All point at /s = 0.7-0.82 GeV

3
_><10 : : : ¥2 / ndf 129.43/ 157 1.01
NP N IS — — — Prob 0.94733 :
: : : Nae 3.0409e+07 + 1.8680e+04 @1 -008 R .......................

-

......... ! -_ ..................... ....................... ....................... ....................... N./N, 1.0173 + 0.0013 E‘I 006 [
: S : : : | %A -0.0015736 £ 0.0003770 | 5 '° =

Lo b N o1.004f
S NH/N f|Upred|ct09981 +00‘!2 E1 0025 bbb -
0.998-
0.996
0.994
= : : : 5 B 0.992F
0.99

/ fit

Fit by © distribution

1.8 2 |
eaveraga’ rad

No issue in accounted

Nuu/Nee fixed efficiency at © = 1 rad

3m, cosmic from P - separation
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Ti+1t- efficiency vs O polar angle

o~

:;“ P ,'ﬂg' ‘:‘f
i B,
GG

o RHO2013/RHO2018 ...

J
o oo ﬂ
0 w
o 8 <

iciency cmE

09942 A .o T OF i 0.976 —}
o.§935§ A~ 0.9/ '{u o.oraf

0.972

% 0.986
0997 ........................... o Ml 0.084F
0.9965 i . ; y Ona2 IPRE oo
0.996 ¥ |' [ E }‘W’t
o055 ' 0.98F— {
. i' ¢ } E Ah ™ N | '"
i i T peld INUcCiedr 1055 “

0.7-0.82 GeV
b4
L O
0; s

1.001
1.0005

0.9995
0.999
0.9985
0.998
0.9975
0.997
0.9965
0.996

3

-
»n

trg zscale
1.005

- w 1.004

. L 1.003
Trigger \ 1001
A ~ O Zc/o ‘I 0.99;

0.998

0.998

N, W
4 "‘M.\ .
scale -

\ v ?‘.J/o

(R

\

s
0.996

0.994

0.997
| 0.996

099 1 1.2 1.4 1.6 1.8 E 2.2 0933 1 1.2 1.4 1.6 18 2 2.2

0.992

Average at p-peak over /s

Two features: edge behaviour - tracks go out throw DCH endplate (less N hits)
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and at © = /2 - amplitude on wires smaller (charge screening effect) , a8 - x2 higher (to 6 = 1rad)
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e+e- efficiency vs 0 polar angle
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Two features: edge behaviour - tracks go out throw DCH endplate (less N hits)

and at © = /2 - amplitude on wires smaller (charge screening effect) , a8 - x2 higher (to 6 = 1rad)
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Theta distribution fit

Using spec‘rr'a fr‘om generators Generators + Nhl‘l’ efficiency
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Sum: 0.17 +-0.12 % separation Sum: 0.43 +-0.12 %
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Question 41

41. Is there any way to check the correctness of the corrections obtained from the fit to the PDF vs the
ones obtained by the fit in the angle? (It's unclear to me what the corrections from PDF refer to, and
therefore having a dependence on the angle could be useful to clarify that)

7 question related to Section 6.2. Particle separation based on polar angle distribution

Probably it is some misunderstanding here in the difference between ISR analysis and this one (what is the
leading order effect in each analyses).

If I'm not mistake: in the ISR analysis case all parts of momentum distributions are important and
corrections to it in the first order are the efficiency corrections, right?

In this analysis, most of the events are placed in corresponding collinear peaks.

And when we speak about momentum-based separation, to construct the PDF, the addition to initial spectra
from generators are the empirical function for the detector effect - which are mainly resolution + some
specific part related to pion decay spectra, bremsstrahlung momentum loss spectrum. And then after the
likelihood fit, the efficiency correction (one number per process) is applied for the Nnmm/Nee ratio.

And in case of the fit of angle spectrum:

Yes, the corrections (as shown 2 slides before) are the mainly efficiency + some 6 resolution in dependence
on B-angle. For the momentum-based and energy deposition based separation, this efficiency is used as
integrated to single number and applied after to calculate the |Fx|? value.

N.B. angle distribution gives good possibility to cross check that Nu:inefficiency is accounted properly,
otherwise it will be a sharp drop at 6~1rad in the residual of data over the fitted function.

Others are not very much connected for PDFs in momentum and angles.
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Question 42

42. DM2 results above 1.35 GeV are used to constrain the high mass part with p(1420) and
p(1700). DM2 results strongly disagree with BABAR in this region with a large negative
interference not seen in DM2 because of pp background. Does it affect the fit in the p region?

Yes, the BABAR is more precise compared to DM2!

It was used less precise data from the DM2 and CMD-2 for purpose of not over
constrain the form factor fit by precise BABAR measurement.

Just roughly introduce p(1700) in the fit and give more freedom for CMD-3 data itself.

The effect of using BABAR data (>1.2 GeV) instead of DM2,CMD-2 was studied for

the parameters of ¢—=>m+m- decay, and it is included in systematic uncertainties of this
parameters.

Probably combined fit should be with using systematic uncertainties, efc....
Now it is done using only statistical errors..
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Fit with CMD2,DM2 or BABAR WE%
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Question 43 (from short list)

Since it is only mentioned without any detail in the conclusion, can you clarify how
the blinding of the results was achieved?

It was not “fully” blinding way.
The analysis was driven by self-consistency checks without comparing with others and by list of
effects which should be checked giving effects ~0.1% .
The main blocking difficulties were:
Consistency between momentum/energy deposition-based separations
(initial version of Energy based method (with LXe+CsI total energy) was having bias even on full MC data)
Discrepancy in angle distribution

The detailed comparison with previous experiments appeared only at final stage,

when it was performed accurate fitting of final measurement, iterative recalculation of radiative
correction with CMD-3 form factor parametrization, with different parametrization over
different experiments, etc

The collaboration was blinded to the last moment, the day before of the public institute seminar:
The discussions on all steps of the analysis over many years in local collaboration meetings, the
paper preparation, the discussion on the systematic contribution (with all effects and problems
involved) were without looking on final formfactor and comparison with others.
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o Question 44

44, There is the same trend for CMD-3/BABAR or /CMD2 or /SND: CMD-3 excess of up to 5%
around 0.7 £ 0.1 GeV (left side of p peak), excess extending to the highest energies for CMD-
3/KLOE. But hard to distinguish the different contributions in Figs. 34-35. Plot separately CMD-
3 fit/all other experiments to better assess the discrepancies.

BABAR KLOE
= 0.2¢ EET - 0.2
o - al - _ | BABAR
3 T BESIII a - —— BESIII
LI_E(]_ﬂ-_',__ CLEO18 LI_E(:)_ﬂ;',_ CLEO18
a I —&— KLOE10 el = 4 —&— KLOE10
L 0.1 | —— KLOE12 . L 0.1f —a— KLOE12
0.05 ...... | 0-05f
e . : Ay 3l : E &l e I | ﬂi : %’
_0.05: ................... : L ! 9 ] _0.05_ i A I %f% "‘"’:4.
—0.1; . i —0.13 S 4}“
-0.1 5; —0.15f

OB 008 07 08 as T 12 08504080 0 0 s i i
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o Question 44 AL O,

44, There is the same trend for CMD-3/BABAR or /CMD2 or /SND: CMD-3 excess of up to 5%
around 0.7 £ 0.1 GeV (left side of p peak), excess extending to the highest energies for CMD-
3/KLOE. But hard to distinguish the different contributions in Figs. 34-35. Plot separately CMD-
3 fit/all other experiments to better assess the discrepancies.

BES CLEO
N 0'25 R o 0.2 T BABAR
m§0_1 5F EEEIOHW u_%o_15 T Efi'c','m
= C —&— KLOE10 = H —a— KLOE10
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0.05F 0.05f ] [f |
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; U wr. HnnEU
—0.05 e ¥1 fl . #nn —0.05; S
~0.1F 1 0.1
~0.15F _0.150
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March-May 2023 questions list



- oo s S

D Question 44
44. There is the same trend for CMD-3/BABAR or /CMD2 or /SND: CMD-3 excess of up to 5%
around 0.7 £ 0.1 GeV (left side of p peak), excess extending to the highest energies for CMD-
3/KLOE. But hard to distinguish the different contributions in Figs. 34-35. Plot separately CMD-
3 fit/all other experiments to better assess the discrepancies.
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i Question 45 L O

45. Comment on the fact that accuracy for a,[0.6-0.88] is similar for CMD-2 and CMD-3 desplte
much larger data set for the latter.
aumr LO , 10—10

3 —o before cmnz before CMD2 368.8 + 10.3
3 —— cMD2 CMD2 366.5+ 3.4

S ~ SND SND 3647 + 49

E ——  KLOE cornb KLOE 360.6 + 2.1

= | —— BABAH BABAR 3701+ 27

E __ . BB BES 361.8 + 3.6

= .+ CcLEO CLEO 370.0 + 6.2

3 —- . sND SND2k 366.7 + 3.2

= . —=—cMD3 CMD3 379.3:30

C Loy v bs v ]

Ll ' ' T T
360" 865 870 mg'f'fo szgqusseeﬁﬁw_m RHO2013 380.06 + 0.61 + 3.64
' ’ RHO2018 379.30 +0.33 + 2.62 x1010

CMD-3 have conservative systematic uncertainties, Sum 379.35+0.30 + 2.95
They are averaged between seasons in a, integral, Systematic uncertainty 0.7% (RHO2018)
The systematic error is totally dominated over statistics now. 0.9% (RHO2013)
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Question 46 (from short list)

= |

The paper cannot avoid a study and a discussion concerning the CMD-2/CMD-3 strong
discrepancy which are absent at the moment, despite similar detectors, analysis and
group: outline the major differences in the detector and the analysis procedure,
compare distributions, dig out where the problem occurs. seen for the Bhabha mode?

We don't know at the moment the source of difference between experiments.

In principal CMD-2/CMD-3 detectors are totally different:

CMD-3 allows to study systematics at higher statistical level.

New Drift Chamber, new LXe calorimeter(with tracking capabilities),

new electronics, new implementation of trigger system, ...

Peoples involved in analysis at p-peak are different (except exchanged experiences)
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Question 47

47. More generally can an effort be made between CMD-3 and SND groups (the 2 scan
experiments running at BINP) to understand their discrepancy? Maybe the institute can help to
straighten out the embarrassing situation?

In fact they are two totally two different experiments, different data, different analysis....

Yes, we can profit that we still both running experiments, some future analysis can be
performed by looking on specific components more carefully during data taking.

Published SND result is based only at this moment on ~1/10 of available statistics, more
dedicated analysis of systematic sources can be performed on more precise level on the full
statistic.

And indeed some of effects are common, and can be probably excluded from suspicion, for
example, both experiments used the MCGPJ generator for the mm radiative corrections.

Of course, the institute understand the situation, and hopefully some effort to strengthen
detectors performance will be performed for future data taking.
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Question 48 (from short list)

o o *\
“‘r‘»!ﬂ

Sl v, v
GV |

v

The central values of the K+K-, m+m-, ancillary 3n

B(w—ere)B(w—mmmP)

measurements all tend to be higher than other experiments 2P = 8.68 MeV

at a similar level of 4%, which of course for the 21 channel
looks most spectacular. Have possible common systematic
effects across channels been investigated?
3m process is well consistent with others experiment

(except CMD-2)
The common excesses in K+K- and +m- to others experiment are
seen, it could be correlated or could be not....

Possible common sources:
X Detector related:
e+e- trigger efficiencies, tracker efficiencies, ... :
~ not seen in Nup/Nee ratio
« effort to catch triggers TF vs CF correlations was performe

* not seen problems in angle distribution (if some resolution
effect unaccounted...)

%1& - Fit)/Fit
Q.

for future scans: new trigger system under commissioning, L
new DCH, ZC under consideration 015
¥ Radiative correction for K+K-/m+m- from MCGPJ generator: i

discussed in previous slides
March-May 2023
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= Question 49 (from short list)

What are the plans for publishing this analysis: short/long papers?
Do you intend to perform additional checks before submitting fo a journal?

Analysis is finished.
(in fact, analysis was finished about a year ago, since then it was form factor fitting, polishing,
paper preparation, internal paper reviewing, ....)

many self consistency checks were already performed, further may be with a better detector

Current plans:
short paper is under preparation, final editing of the long paper was finished.
Still we plan to submit both versions to journals at same time

Future plans, other papers:
New p scans with improved detector and possibly some specific systematics checks are expected
Analysis at /s > 1 GeV is in progress by another person
(exploiting full shower profile information by neural network,
as better separation is required at higher energies)
with same independent steps for efficiency determination, etc for formfactor evaluation
— cross check between current and new analyses will be required at final stage
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